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Abstract 

Predicting cryptocurrency price volatility is a crucial yet challenging task. Due to 
the nonlinear characteristics and time-varying nature of factors influencing 
cryptocurrency prices, this study introduces a novel approach for volatility 
forecasting. The proposed method integrates two key techniques. The first is the 
classic GARCH models, which provide concise statistical insights into price 
volatility through GARCH-based forecasts. The second technique involves machine 
learning models. The superior performance of combining GARCH models with 
machine learning in forecasting volatility across various markets, such as energy, 
base metals, and particularly stock markets, has been demonstrated compared to 
using either approach independently. To test this hypothesis in cryptocurrency 
markets, this study designs and evaluates the performance of various models based 
on the GARCH family and LSTM networks in predicting the volatility of a selected 
cryptocurrency. Subsequently, multiple hybrid models are constructed, where the 
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outputs of four GARCH-family models GARCH, EGARCH, GJR-GARCH, and 
TARCH under three different residual distribution assumptions are fed into the 
LSTM network. In other words, the GARCH models serve as feature extractors, 
while the machine learning models leverage these extracted features as sequential 
inputs to predict future volatility. The results indicate that standalone machine 
learning models not only outperform GARCH models under any residual 
distribution assumption but also demonstrate that the GARCH forecasts, as 
significant informational features, markedly enhance the hybrid machine learning 
models’ ability to predict future volatility levels. 

Keywords: GARCH models, Machine Learning, Long Short-Term Memory, 
Bitcoin, Volatility. 

JEL classification: C22, C89, G17. 
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  1404، بهار 1، شمارة 20نامة علمي (مقالة پژوهشي)، سال  فصل

و  قيعم يريادگي يها مدلتركيب با استفاده از  نوسان ينيب شيپ
  كوين : مطالعه موردي بيتGARCHخانواده  هاي مدل

  *سعيد صدرزاده مقدم
  **** عليرضا مراد ***كامبيز پيكارجو ،**كامبيز هژبر كياني

  چكيده
اسـت.   زي ـحال چالش برانگ نيمهم و در ع موضوع كي رمزارزها متينوسانات ق ينيب شيپ

 مـت يكـه بـر ق   يعوامل مختلف ـ ويژگي تغييرات زماني و يرخطيغ اتيبا توجه به خصوص
بيني نوسانات قيمت ارائه  اين مطالعه يك روش جديد براي پيشگذارند،  يم ريتأث رمزارزها

 ـدر انمايــد.  مـي  هــاي  هــا مـدل  از آن يك ـي. انــد شـده  بيــمهـم ترك  كيــروش، دو تكن ني
 ياست كه اطلاعات آمار كيكلاس) GARCH( يافته واريانس ناهمسان تعميم خودرگرسيون

 ارائه GARCH يها ينيب شيپ قياز طر و به صورت فشرده ،متيدرباره نوسانات ق ي راديمف
 GARCHي ها مدل بيتركعملكرد بهتر  هاي يادگيري ماشين است. تكنيك دوم مدلكند. يم

و  يفلزات اصـل  ،يمختلف مانند انرژ ينوسانات در بازارها ينيب شيدر پو يادگيري ماشين 
ثابت شده است. ها بصورت جداگانه  هر يك از مدل نسبت به ،سهام يبه خصوص بازارها

خـانوده   ر اساسمختلفي ب يها مدل در اين مطالعه ،رمزارزهادر بازار  هيفرض نيا دييتأ يبرا
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GARCH  مدت طولاني ( حافظه كوتاه شبكهوLSTMينيب شيها در پ و عملكرد آن ) طراحي 
مختلـف سـاخته    تركيبي يها سپس، مدلشده است.  يابيارزيك رمزارز منتخب  نوسانات

 سـه ، بـا  TARCHو  GARCH ،EGARCH، Gjr-GARCHمـدل   چهار يها يكه خروجشده 
 گـر، يشده است. به عبـارت د  هيتغذ LSTMها به شبكه  ماندهيباق عيتوز يبرا مختلففرض 
يـادگيري   يهـا  استفاده شده اند و مدل يژگيبه عنوان استخراج كننده و GARCH يها مدل

 دي ـتول يخـود بـرا   ياسـتخراج شـده را بـه عنـوان ورود     يها يژگيدنباله از و كي ماشين
ماشين يادگيري  يها مدل يها ينيب شيكه پ دهد نتايج نشان مي .اند گرفتهبه كار  آتينوسانات 

را بـا هـر فـرض توزيـع بهبـود       GARCH يها مدل يها ينيب شينه تنها پ بصورت جداگانه،
هاي اطلاعاتي قابل توجه،  به عنوان ويژگي GARCHهاي  هاي مدل بيني بخشند، بلكه پيش مي

يادگيري  تركيبي هاي مدل بيني مقادير نوسان آتي توسط پيش را دربهبود محسوسي قابليت 
 ماشين دارند.

  كوين، نوسان هاي گارچ، يادگيري ماشين، حافظه كوتاه مدت طولاني، بيت مدل ها: دواژهيكل
 JEL  : C22 ،C89،G17 يبند طبقه

  
   مقدمه. 1

 يـي مشـروط) بـازده دارا   انسي ـوار اي ـمشروط (استاندارد انحراف به  نوسان ،يمال علومدر 
نوسانات بـالا و   ،رمزارزهابازار  عيرشد سر ،يمختلف مال يبازارها انيدر م .شود ياطلاق م
گذاران را بـه خـود    هيو سرما انيمختلف، توجه دانشگاه يآن در معاملات تجار يكاربردها

نيز خصوصيت واريـانس   رمزارزها ،يمال يزمان هاي  يسر بسياري ازاست. مانند  جلب كرده
 تيريدر مـد  ياس ـاس ريمتغ كيها به عنوان  آن نوسان ينيب شيو پ مشروط را دارند ناهمسان

 عمدتاًنوسان  ينيب شيپ اتيادب ،ياقتصاد مال دگاهيز دا است. زيچالش برانگ يا فهيوظ سك،ير
) GARCHيافتـه آن (  ميتعم ـحالت و ) ARCH( واريانس ناهمسان خودرگرسيون متشكل از

هـاي   سري كه يبازار مال يها داده يساز مدل براي ،به طور خاص ييها مدل نيباشد. چن يم
). مـدل  2012زاده و همكـاران،   ياجكاربرد دارند (ح ،پرنوسان هستند اريبس ها زماني در آن

GARCH  بولرسفتوسط  )Bollerslev,1986 (مدل ميبه عنوان تعم ARCH  معرفي شده توسط
 ـ يمـدل هـا بـرا    نيتر از محبوب يكيشد و  ) ارائهEngle,1982( انگل نوسـانات   ين ـيب شيپ
بـر   يشـرط  انسيمدل متقارن است كه در آن وار كي GARCHاست. مدل  يزمان يها يسر

براساس اثـر   شود. يم نييقبل تع يها دوره يشرط واريانسو ها  باقيماندهمربع  رياساس مقاد
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شـوك   كي ـد پس از ندار لينوسانات تما هاي زماني مالي، ) در سريLeverage Effect( اهرم
قادر به  GARCH. مدل )Yu ,2019( دنابي شيافزا ي،بزرگهمان از شوك مثبت به  شتريب يمنف

 يبـه بزرگ ـ  انسيكند كه وار يفرض م هاي اين مدل ويژگي رايز، ستياثر اهرم ن يساز مدل
). بعدها چند مدل با Khaledi et al 2019(.دارد و مستقل از علامت شوك است يشوك بستگ
مـدل  ) و Nelson,1991نلسون () توسط EGARCHگارچ نمايي ( هاي مدل مانند شتريانعطاف ب
) معرفـي  Ding et al, 1993) توسط دينگ و همكاران (APARCH(دار نامتقارن  توان يناهمسان

رفتـار   در نظر گـرفتن قادر به  GARCH يها در مدل ديجد يشدند كه با گنجاندن پارامترها
 )AIي (هوش مصـنوع  ايندهرآياستفاده فو با  يبه تازگ بودند. هاي زماني يسردر  نامتقارن
 ژهي ـبـه و  يمـال  يدر حال توسعه در بازارها ييها مدل نيكاربرد چن ،ها نهياز زم ياريدر بس
شـبكه   يهـا  نشان داده است كه مدل ياريمطالعات بسباشد.  مي رمزارزهاسهام و  يبازارها
 يش ـيپ GARCH يسـنت  يهـا  مـدل از نوسـانات   يهـا  ينيب شيدر پ )ANNي (مصنوع يعصب
ثابـت  بـه   يازي ـكرده و ن سازي مدل سري زماني رابودن  يخط ريتوانند غ يم رايز .اند گرفته
  نيست.  يساز مدل جهت ي زمانيسر بودن

  
  مباني نظري  .2

 GARCHهاي  مدل 1.2
زمان ميانگين و واريانس شـرطي يك سري زماني  صورت هم توان به انگل، نشان داد كه مي

نوسانات، استفاده از يك فرآينـد خودرگرسـيون   سازي  سازي كرد. هدف اصلي مدل را مدل
ARMA منظور شناسايي هرگونه روند پايدار، در تغييرات جزء خطا است. اگر يك سـري   به

  ) را در نظر بگيريم، خواهيم داشت:p=1زماني خودرگرسيون مرتبه اول (
)1( 𝒗𝒂𝒓ሺ𝒚𝒕ሻ = 𝑬ሾሺ𝒚𝒕ି𝟏 − 𝜶𝟎 − 𝜶𝟏𝒚𝒕ሻ𝟐ሿ = 𝑬𝒕ሺ𝜺𝒕ା𝟏ሻ𝟐  𝐸௧ሺ𝜀௧ାଵሻଶ  يك فرآيند خودرگرسيون از مرتبهp شود و بر اساس مـدل   در نظر گرفته مي

  زير برآورد خواهد شد. 
)2( 𝜺ො𝒕𝟐 = 𝜷𝟎 + 𝜷𝟏𝜺ො𝒕ି𝟏𝟐 + ⋯+ 𝜷𝒑𝜺ො𝒕ି𝒑𝟐 + 𝒖𝒕   

𝛽ଵاگر =  𝛽ଶ = ⋯ =  𝛽௣ = خواهـد   𝛽଴باشد، واريانس جمله اختلال ثابت و برابر با    0
شـده در   مطابق با فرآينـد خودهمبسـته معرفـي    𝑦௧صورت واريانس شرطي  بود. در غير اين

تواننـد از   شـود. جمـلات اخـتلال مـي     گفته مي  ARCHالگوبه اين   كند. ) تغيير مي2رابطه (
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وجود دارد. الگـوي   ARCH هاي متفاوتي از الگوي الگوهاي مختلفي پيروي نمايند. لذا شكل
توسعه داده شد. در اين مدل،   شده توسط انگل براي واريانس شرطي توسط بولرسف معرفي

𝐴𝑅𝐶𝐻ሺ𝜀௧ି௜ଶالگوي واريانس شرطي از اجزاي  ሻ و نيز 𝐺𝐴𝑅𝐶𝐻ሺ𝜎௧ି௜ଶ ሻ  ت تركيبي و بـا  صور به
  شود.  هاي متفاوت تعيين مي مرتبه

)3(  𝝈𝒕𝟐 =  𝜶𝟎 + ∑ 𝜶𝒊𝒒𝟏 𝜺𝒕ି𝒊𝟐 + ∑ 𝜷𝒊𝒑𝟏 𝝈𝒕ି𝒊𝟐   
بعنوان مـدل پايـه يـا     كه GARCH(1,1)است. يك مدل  𝜀௧واريانس شرطي  𝜎௧آن كه در 

  استاندارد شناخته مي شود، به صورت زير تعريف مي شود. 
)4(  𝒚𝒕 = 𝝁𝒕 + 𝒖𝒕  

(5) 𝜎௧ଶ = 𝜔 + 𝛼𝑢௧ିଵଶ + 𝛽𝜎௧ିଵଶ    
)6(  𝑢௧ = 𝜎௧𝜀௧ , 𝜀௧~𝑁(0,1)  

) واريانس شرطي را نشان مي دهـد.  5) معادله ميانگين شرطي و رابطه (4رابطه شماره (
 𝛼 ،𝛽استاندارد، شرط غيرمنفي بودن ضرايب ثابت   GARCH(1,1)مدل اولين محدوديت در 

+ 𝛼است و دومـين محـدوديت ايـن مـدل      𝜔و   𝛽 < ). مـدل   Bollerslev,1986اسـت (  1 
GARCH هـاي زمـاني را نمـايش دهـد. لـذا       سـري خواص نامتقـارن  پايه نمي تواند  يخط

معرفـي    GARCHمتعلق به خانواده   GJR-GARCH  ،TGARCH ،EGARCHهايي  مانند  مدل
هـاي زمـاني را داشـته باشـند.      شوند كه توانايي بررسي و نمايش خواص نامتقارن سري مي
و تفـاوت آنهـا در   پايـه يكسـان     GARCHاز نظر معادله ميانگين با مـدل  GJR-GARCHمدل

) Glosten, Jaganathan, Runkle,1994معادله واريانس شرطي است. گلاستن، جگنزان و رانكل(
 كي كردناضافه هاي شرطي را با  هاي مثبت و منفي بر واريانس  فرض عدم تقارن اثر شوك

𝜀௧ିଵمطـرح كردنـد. در ايـن الگـو     مشـروط   انسي ـتابع شاخص بـه معادلـه وار   = يـك   0
هاي بزرگتـر از شـوك آسـتانه، تـاثيرات      شود كه شوك ) در نظر گرفته ميThresholdآستانه(

 به صـورت  GJR-GARCHهاي كوچكتر از شوك آستانه دارند. مدل  متفاوتي نسبت به شوك
  زير خواهد بود.

)7( 𝝈𝒕𝟐 = 𝝎 + 𝜶𝜺𝒕ି𝟏𝟐 + 𝜷𝝈𝒕ି𝟏𝟐 + 𝜸𝜺𝒕ି𝟏𝟐 𝚰ሾ𝜺𝒕ష𝟏ሿ Ιሾఌ೟షభሿ  كه با ازاي يك تابع شاخص است𝜀௧ିଵ < 𝜀௧ିଵبرابر با يك و به ازاي  0 ≥ برابر  0
اسـت بـا ايـن     GJR-GARCHشـبيه مـدل    TGARCHمـدل   )Enders,1948 باشد. ( با صفر مي



  143  و ديگران) صدرزاده مقدم ديسع( ... تركيببا استفاده از نوسان  ينيب شيپ

 

كند. معادلـه واريـانس    ها استفاده مي ها به جاي توان دوم آن تفاوت كه از قدرمطلق باقيمانده
 است.  به صورت زير TGARCHشرطي مدل 

)8( 𝝈𝒕𝟐 = 𝝎 + 𝜶|𝜺𝒕ି𝟏| + 𝜷𝝈𝒕ି𝟏 + 𝜸|𝜺𝒕ି𝟏|𝚰ሾ𝜺𝒕ష𝟏ሿ 
و وضـعيت را توصـيف كنـد بـه شـكل      توانـد هـر د   تر اين مدل كه مـي  حالت عمومي

 است.  زير

)9( 𝝈𝒕𝒌 = 𝝎 + ൫𝜶 + 𝜸𝚰ሾ𝜺𝒕ష𝟏ሿ൯|𝜺𝒕ି𝟏|𝒌 + 𝜷𝝈𝒕ି𝟏𝒌  

ଶ(𝜎௧௞)مدل برابر با واريانس شرطي در اين  ௞ൗ -Aاست. ايـن حالـت عمـومي بـه مـدل        

PARCH    ) معرفي شده توسط دينـگ، گرنجـر و انگـلDing, Granger & Engle,1993  شـبيه (
مدل به  k=1خواهد بود و براي  GJR-GARCHباشد مدل به حالت  2مساوي با  kاست. اگر 

هاي غيرخطي استفاده مي  بيني تعريف مي شود. مدل ديگري كه براي پيش TGARCHحالت 
تقـارن در   ) بـه منظـور بررسـي اثـر عـدم     Nelson,1991است. نلسـون (  EGARCHشود مدل 

را  EGARCHشوند، مـدل   ي مالي مشاهده ميها هايي كه اغلب در بازده اطلاعات يا چولگي
كند. در اينجا بـازهم معادلـه ميـانگين     معرفي كرد كه شرط نامنفي بودن پارامترها حذف مي

 شود. زير معرفي ميشكل  هاي قبلي است و معادله واريانس شرطي به شرطي مانند حالت

)10( 𝒍𝒏(𝝈𝒕) = 𝝎 +  𝜶 𝒖𝒕ష𝟏ඥ𝝈𝒕ష𝟏 + 𝜷ቆ|𝒖𝒕ష𝟏|ඥ𝝈𝒕ష𝟏 − ට𝟐𝝅ቇ  

 𝜔و  𝛼 ،𝛽 . اسـت  يمنف ـ ري ـغ انسي ـوار نيدر سمت چپ معادلـه تضـم  گيري  تميلگار 
𝛼پارامترهاي ثابت مدل هستند. براي  = هاي منفـي و مثبـت يكسـان اسـت. در      اثر شوك 0

𝛼صورتيكه  > 𝛼هاي مثبت واريانس شرطي را افزايش داده و اگر  باشد، شوك 0 < باشد،  0
هـاي   تقـارن  عـدم  𝛼هاي مثبت باعث كاهش واريانس شرطي خواهند شد. لذا پارامتر  شوك

ــي  ــدل را مشــخص م ــدل   م ــيات م ــر خصوص ــد. از ديگ ــاي  كن ــيت  GARCHه خصوص
منظور  بهغلب هاي مالي است. محققان ا ) توزيع تجربي بازدهLeptokurtosisلپتوكورتوسيس (

) يـا  Generalized Error Distributionsيافته ( از توزيع خطاي تعميم دار، دنباله يها عيتوز جاديا
كنند، كه علاوه بر فرض گوسي سنتي، خطاهـاي   ) استفاده ميt-Studentاستيودنت ( توزيع تي 𝜀௧  براساس توزيعGED احتمـال توزيـع   شود. تابع چگـالي   استيودنت توزيع مي يا توزيع تي

و با اين فرض كه براي وجود گشتاور مرتبـه    𝜈آزادي  استيودنت با در نظر گرفتن درجه تي
  صورت زير است.  دوم، بايد درجه آزادي بزرگتر از دو باشد، به
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)11( 𝒇(𝜺𝒕) = 𝜞ቀ𝝂శ𝟏𝟐 ቁ√𝝅𝜞ቀ𝝂𝟐ቁ (𝝂 − 𝟐)ି𝟏𝟐(𝒉𝒕)ି𝟏𝟐 ቂ𝟏 + 𝜺𝒕𝟐𝒉𝒕(𝝂ି𝟐)ቃି (𝝂శ𝟏)𝟐
  

  شود. صورت زير تعريف مي نيز به GEDتابع توزيع 

)12( 𝒇(𝜺𝒕) = 𝝂 𝒆𝒙𝒑൦ିቀ𝟏𝟐ቁተ 𝜺𝒕𝝀𝒉𝒕𝟏𝟐ተ
𝝂൪

𝒉𝒕𝟏 𝟐ൗ 𝝀𝟐ቀ𝟏శ𝟏𝝂ቁ𝚪ቀ𝟏𝝂ቁ   

كه ضخامت دنباله توزيع را در مقايسه با توزيع نرمـال نشـان   پارامتري است  𝜈در اينجا 
= 𝜈دهد. زمانيكه  مي تبديل به توزيع نرمال استاندار خواهد شد. بـراي   𝐺𝐸𝐷باشد توزيع  2 𝜈 < 𝜈و  2 > تــر از توزيــع نرمــال  و نــازك تــر ترتيــب دنبالــه ضــخيم بــه 𝐺𝐸𝐷توزيــع   2

  داشت.   خواهد
 

 )Machine Learning(يادگيري ماشين  2.2
هـا در آن توسـعه    تمياست كه الگـور  ياز مطالعه در هوش مصنوع يا نهيزم نيماش يريادگي
 ادهـا را ي ـ  الگوهـاي موجـود در داده  و روشـن   حيصر يزير ها بدون برنامه انهياند تا را افتهي
كرده و تعداد افراد  دايپ ييبسزا تياهم رياخ يها در سال ماشين يريادگي يها . روشرنديبگ
 يمنابع محاسبات ،نياست. علاوه بر ا افتهي شيافزادهند  يكه آنها را توسعه م ييها سازمان اي

اغلب در  يو اقتصادسنج يآمار يها . روشاند تر شده در دسترس الگوهانوع  نيانجام ا يبرا
را  يدارند، مشكلات دهيچيپ يها يابستگمتغيرهايي كه و ايو  نامانا يرهايمتغ يساز مدل زمان

 نيتوانند ا يم ماشين يريادگي يها كيخوشبختانه تكن )Dixon et al,2015.(آورند يبه وجود م
 يها شبكه)Fischer & Krauss,2018 . (و با آن مقابله كنند ييرا شناسا دهيچيپ ينوع ساختارها

 ني ـا بصـورت كلـي   هسـتند.  نيماش ـ يريادگي يها از مدل يبخش )ANNي(مصنوع يعصب
 گريكـد يكـه بـا   ) Neuronsهـا (    ن موسوم به نورو ياز واحدها يا بر اساس مجموعه ها شبكه

 كينورون  شوند، تشكيل شده است. گذاشته ميآنها به اشتراك  نيتعامل دارند و اطلاعات ب
تواند داده ورودي و يا خروجي يك نـرون   ميكند كه  يم افتيدررا  xاطلاعاتي مانند  بردار

، كـه در طـول فرآينـد     wديگر باشد. اطلاعات دريافت شده، در يـك بـردار وزنـي ماننـد     
 ـ بيترت نيبدشود، ضرب و  ريتم تخمين زده مييادگيري توسط الگو ي مقـدار خروج ـ  كي

 سازي فعال تابع به كه gمانند  )Transformation Function(ليتابع تبد كي قياز طر ،f(x) مانند
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)Activation Function( توان به صورت ساده  يرا م نديفرآ نيشود. ا يم جاديا ،است معروف
  :نشان داد ريعبارت ز قيتر از طر

)13( 𝒇(𝒙) = 𝒈(𝒙 .𝒘) + 𝒃  

هـاي عصـبي    ترين شكل شـبكه  ) سادهMultiLayer perceptron /MLPچندلايه (پرسپترون 
اسـت.   است كه از يك لايه ورودي، يك لايه پنهـان و يـك لايـه خروجـي تشـكيل شـده      

تـر بـراي    ) يـك روش كامـل  Recurrent Neural Network/RNNهاي عصـبي بازگشـتي(   شبكه
جمـع بنـدي اطلاعـات     هاي پنهان براي هاي متوالي است. اين شبكه از لايه سازي داده مدل

كند. يك  اي براي نگهداري اطلاعات در طول زمان ايجاد مي ها استفاده و چرخه تاريخي داده
و  كنـد  توليد مي htنشان داد كه يك مقدار   xtتوان با واحد در شبكه عصبي بازگشتي را مي 

 شـود. زمانيكـه   اسـتفاده مـي   tبعنـوان ورودي در زمـان    t-1خروجـي زمـان   در ساختار آن، 
-tتر از  هاي طولاني زمانارائه شده در  يبه ورود،  tمورد نظر در زمان  ياز خروج يبين پيش

 يپارامترهـا  شـوند، چراكـه   مشكلاتي روبرو مـي با بازگشتي  يها تميالگور وابسته باشد، 1
تـرين   يكـي از اصـلي   .آينـد  بدسـت مـي  مدت  اهكوتبهينه براي اثرات  يها در راه حل ها، آن

) Vanishing Gradientهـاي محـو شـونده (    هاي عصبي بازگشتي، گراديان مشكلات در شبكه
 افتد كه گردد. اين مشكل زماني اتفاق مي است، كه باعث توقف يا كندي يادگيري شبكه مي

فرآينـد يـادگيري بـه    هـاي شـبكه، در طـول     ها يا مشتقات تابع خطا نسبت به وزن گراديان
شود تغييـرات   رسند. اين مشكل باعث مي شوند و در نهايت به صفر مي سرعت كوچك مي

هـايي كـه از    سازي متوقف شـود. در واقـع مشـتق    هاي شبكه رخ داده و بهينه كمي در وزن
هـاي   هاي متعددي را پشت سر بگذارند تا به لايـه  آيند بايد ضرب هاي انتهايي شبكه مي لايه
هـا   ها مقادير كوچك (كمتر از يك) داشته باشـند گرديـان   يي برسند، لذا اگر اين ضربابتدا
  شوند.  رفته كوچك و محو مي رفته

  
  )Long Short-Term Memory /LSTM(طولاني  كوتاه مدت ةحافظ يها شبكه 1.2.2
هـوكرايتر  كه توسط  ،است بازگشتي يعصب يها نوع شبكه يكي از انواع ، LSTM ياه شبكه

ــرايHochreiter & Schmidhuber,1997اشــميدهوبر (و  ــاي   ) و ب ــان ه حــل مشــكل گرادي
 وباقي بماننـد  اطلاعات در شبكه  هندد ياجازه م LSTM يها شبكهي شد. معرفمحوشونده، 

 ـ يمدت را در دنباله ورود يمدت و طولان كوتاه يها يوابستگ مشـكل   در واقـع  .رنـد يبگ ادي
 برطرف شده است. نجايدر ا يبازگشت يعصب يها شبكه ي اطلاعات درجيتدر يمحوشوندگ
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، LSTMشبكه  كيدر دهد.  را نشان مي LSTMهاي مختلف يك شبكه  بخش 1شكل شماره 
  . وجود داردو خروجي  ورودي ، فراموشي )Gate( سه دروازه

  
  شماي يك واحد از شبكه عصبي حافظه كوتاه مدت طولاني .1شكل 

  هاي تحقيق : يافته منبع

ابتدا در مورد اينكه چه بخشـي از اطلاعـات دوره قبـل     LSTMدروازه فراموشي : شبكه 
  گيرد. اين موضوع را با رابطه زير مي توان نمايش داد: بايد ناديده گرفته شوند، تصميم مي

)14( 𝒇𝒕 = 𝝈൫𝑿𝒕𝑼𝒇 + 𝑯𝒕ି𝟏𝑾𝒇൯ 𝑋௧  جاري (ورودي در زمانt ، (𝑈௙     ،وزن تخصـيص داده شـده بـه ورودي𝐻௧ିଵ   بلـوك
دهي براي اطلاعات دوره قبلي است. يك تابع  يك ماتريس وزن 𝑊௙اطلاعاتي دوره قبلي و 

گرداند. مقدار صـفر نشـان    و مقدار صفر يا يك را برمي اعمال 𝑓௧روي   )Sigmoidزيگموند (
اري اطلاعـات دوره قبلـي   دهد همه اطلاعات فراموش شوند و مقدار يك باعـث نگهـد   مي

 خواهد شد. 
  كند. يم نييتع يكمبصورت را  دياطلاعات جد تيدروازه اهم ني: ايدروازه ورود

)15( 𝒊𝒕 = 𝝈(𝑿𝒕𝑼𝒊 + 𝑯𝒕ି𝟏𝑾𝒊) 𝑈௜   و𝑊௜  هاي مربوط به اطلاعات ورودي و اطلاعات موجـود در شـبكه    ترتيب وزنبه
بازه صفر و يـك قـرار داده و هـر چـه مقـادير      است. يك تابع زيگموند ديگر مقادير را در 

تر باشند، نشان دهنده اهميت بيشتر اطلاعات ورودي است. اطلاعات  مذكور به يك نزديك
گردد. در اينجا از يك تابع تانژانـت   جديد به اطلاعات قبلي افزوده شده و يا از آن كسر مي

ر كردن از اطلاعات موجود در براي كس  - 1شود كه اطلاعات را بين  هايپربوليك استفاده مي
 اطلاعـات  𝑁௧دهـد.   مـي + براي اضافه كردن به اطلاعات موجود در شـبكه قـرار   1شبكه و 
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جديد است كه با اسـتفاده از دروازه فراموشـي و دروازه ورودي، قبـل از اضـافه شـدن بـه       
  شود.  اطلاعات موجود بروزرساني مي

)16( 𝑵𝒕 = 𝒕𝒂𝒏𝒉(𝑿𝒕𝑼𝒄 + 𝑯𝒕ି𝟏𝑾𝒄) 

)17( 𝐶௧ = 𝑓௧𝐶௧ିଵ + 𝑖௧𝑁௧ 𝐶௧ مان سلول اطلاعات يا حافظه بلند مدت مدل در زt-1 ت. اس  
گيرد كه چه بخشي از اطلاعات بعنوان خروجي  دروازه خروجي : اين دروازه تصميم مي

  وارد مرحله بعدي شود. 
)18( 𝑶𝒕 = 𝝈(𝑿𝒕𝑼𝒐 + 𝑯𝒕ି𝟏𝑾𝒐) 

)19( ℎ௧ = 𝑄௧tanh (𝐶௧ିଵ) 
  

  )Bidirectional LSTM(كوتاه مدت طولاني دو طرفه  ةحافظ ةشبك 2.2.2
 ـ يها از روش يكي دوطرفه LSTMعصبي شبكه   يبـرا اغلـب  اسـت كـه    ماشـين  يريادگي

همانگونه كه در بخش قبل گفتـه شـد   . رديگ يقرار م  مورد استفاده يبيترت يها داده يريادگي
بـه   يها، به نـوع  كردن داده  و فراموش يريادگي يبرا هايي دروازهبا استفاده از  LSTMروش 

ممكـن اسـت    ه،ي ـاول يها با دور شدن از داده بيترت ني. به اكند يعمل م دار  صورت حافظه
 LSTMدر مـدل  . شـود  يمشاهده م يعملكرد بهتر بيترت نيو به ا نشدهها كم  آن داده ريتاث

ها و  وزنگرفته و قرار يمورد بررسها  داده ،بار از ابتدا به انتها كيدوطرفه، در زمان آموزش، 
 شـود. سـپس   ) گفته ميForward statesكه به آن حالت پسين ( ،شوند ياصلاح م خطا ريمقاد

، كه به آن شوند يم ميمربوطه تنظ يها سيآموزش انجام و ماتر نديبار از انتها به ابتدا فرآ كي
، در بخـش از محاسـبات   دو ني ـا نهايتدر . شود ) گفته ميBackward Statesحالت پيشين (

در  يبـه ورود  حركـت دو  ني ـا ي. خروج ـرنـد يگ يقـرار م ـ  يخروج ـبعنوان  گريكديكنار 
  .ستنديمتصل ن فجهت مخال ها در حركت

  
  )Convolutional Neural Network(پيچشي  يعصب ةشبك 3.2.2

يـك مجموعـه از    توانـد  مـي كـه   است ماشين يريادگي تميالگور كي، پيچشي يشبكه عصب
 ،ها دادهمختلف موجود در  هاي ويژگي ايها  به جنبهها را بعنوان ورودي دريافت نموده،  داده
 يگـر يرا از د يك ـي تي ـدر نهاداده و ) اختصاص يريادگيقابل  خطاهايها و  (وزن تياهم



  1404، بهار 1، شمارة 20سال  ،نياقتصاد و تجارت نو  148

 

 ريبـه مراتـب كمتـر از سـا     ،يشبكه كانولوشن كيدر  ازيپردازش مورد ن شي. پكند مي زيمتما
 ـ ييهـا، توانـا   شـبكه  نيا نياست. همچن يادگيري ماشين يها تميالگور  ـ لترهـا يف يريادگي  اي

و  يطراح ـ يبه صورت دسـت  لترهايف نيا ،ديگر يها كه در روشيرا دارند، در حال ها يژگيو
)، Convolutional Layerهـاي پيچشـي (   لايـه يك شبكه عصبي پيچشي از  .شدند يم يمهندس

شده اسـت.   ) تشكيلFully Connected Layer( تماماً متصل) و لايه Pooling Layerلايه ادغام (
سازي يادگيري ماشين، تعريف فيلترهاي مشخص توسط كـاربر، بـه منظـور     در فرآيند مدل

شـود.   ها و آموزش شبكه براساس سـاختار مـذكور، انجـام مـي     كشف يك ساختار در داده
 شـود  يو باعـث م ـ  نشده يوبخ جيمنجر به نتا، الگو كيتنها  افتني يبرا ها دادهجستجو در 

شـامل   يكانولوشـن  يكانولوشن در شبكه عصب هيهر لامحدود باشد.  ييشبكه از لحاظ كارا
 هيو لا لترهايف نيكانولوشن بخروجي توسط است و  )kernelها يا كرنل(لتريفاز  يا مجموعه

داده شـده را نشـان    صيتشـخ  يهـا  يژگ ـيتعـداد و  لترهـا، ي. تعداد فشود يساخته م يورود
. شود ي) انتخاب م4096تا  32 ني(معمولا ب 2از  يينما بصورت معمولا پارامتر ني. ادهد يم

 ني. اما اشود يقدرتمندتر م يشبكه عصب كي جاديباعث ا،  شتريب يلترهاياستفاده از ف اغلب
پيچشـي يـك     در لايه .گردد )Overfittingبرآورد (بيش پارامترها ممكن است باعث  شيافزا

 ،يپنجره از ورود كيبه در بعد از محاس لتريفدهد  شود كه نشان مي ) تعريف ميStrideگام (
در ايـن لايـه تمـام     جلو برود تا دوبـاره محاسـبات را انجـام دهـد.     ديخانه با اي هيچند درا
از  گـر يد يك ـادغـام ي  هيلا هاي لايه فعلي متصل نيستند. هاي لايه قبلي به تمام نورون  نورون

خروجي  يكاهش اندازه مكان ادغام هياست. هدف لا پيچشي يمهم در شبكه عصب يها هيلا
سـاده و   ينمونه بردار كي صرفاًنداشته و پارامتر قابل آموزش  هيلااين  است.  لايه پيچشي
لايه ادغام ، لايه ادغام مقدار حداكثر و لايه ادغام مقدار نمونه  نيتر جي. رادهد يموثر انجام م

لايه تماماً متصل در يك شبكه عصبي پيچشي، بعنوان لايه انتهايي شناخته مي  است.وسط مت
هاي موجود دسته  شود كه تمام اطلاعات موجود در لايه قبلي را دريافت و براساس ويژگي

هاي لايه قبلي متصل است. در صـورت   كند. هر نورون در اين لايه، به تمام نورون بندي مي
ك لايه كاملاً متصل، براسا سنوع تابع فعال سـاز انتخـاب شـده، ايـن لايـه      استفاده از تنها ي

  تواند شبيه يك رگرسيون خطي و يا غيرخطي عمل نمايد.  مي
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 معيارهاي ارزيابي مدل 3.2
هاي زماني، پـيش بينـي مقـادير آتـي      كننده در سري بيني هاي پيش هدف اصلي طراحي مدل

امكان وجـود دارد كـه بهتـرين مـدل بـرآورد شـده بـا        هاي گذشته است. اين  براساس داده
اي نباشد. لذا از معيارهايي براي  هاي برون نمونه بيني هاي آموزش، بهترين مدل در پيش داده

ي مـدل  ابي ـجهـت ارز  استفاده مورد يارهايمعشود.  بيني مدل استفاده مي ارزيابي دقت پيش
)، RMSEمربعـات خطـا (  يـانگين  ي، در اين پـژوهش مجـذور م  نيب شيدقت پ برآورد شده و

  .باشند يم) MAE) و قدرمطلق ميانگين خطا (RMSPEمجذور درصد ميانگين مربعات خطا (

)20( 𝑹𝑴𝑺𝑬 = ඨ∑ ቀ𝒚𝒕𝒇ି𝒚𝒕ቁ𝟐𝑻శ𝒎𝒕స𝑻శ𝟏𝒎   

)21( 𝑀𝐴𝐸 =  ∑ ቚ௬೟೑ି௬೟ቚ೅శ೘೟స೅శభ௠   

)22( 𝑀𝐴𝑃𝐸 = ඩଵ଴଴∑ ൭೤೟೑ష೤೟೤೟ ൱మ೅శ೘೟స೅శభ௠   𝑚 ينيب شيطول دوره پ، 𝑦௧ و  يواقع ريمقاد𝑦௧௙ ـ ريمقاد  در ايـن  شـده اسـت.    ين ـيب شيپ
هاي بخش آموزش، مقـادير بـرآورد شـده بـا      پژوهش پس از برآورد مدل، با استفاده از داده

) 20بيني، براساس روابـط (  هاي بخش ارزيابي مورد مقايسه قرار گرفته و خطاهاي پيش داده
  شود.  ) محاسبه مي22الي (

  
  تحقيق ةپيشين .3

. بر همين اساس معرفي شدند )Bollerslev,1986توسط بولرسف (در ابتدا  GARCH هاي مدل
يـك   ،هاي نزدك و داوجونز و داده  GARCH(1,1) با استفاده از يك مدل) Engel,2002انگل (

مدل مالي براي تشكيل پرتفوليو طراحي و از متغير ارزش در معرض خطر، جهت ارزيـابي  
چند متغيره با خاصـيت همبسـتگي    GARCH هاي به همين ترتيب، مدل اده نمود. مدل استف

ايـن   گرديـد. پيشـنهاد  انگـل  توسط  )Dynamic Conditional Correlation / DCC ( شرطي پويا
هسـتند.   GARCHخانوده چند متغيره هاي  مدلها داراي كمترين پارامتر نسبت به ساير  مدل

تشكيل پرتفوليـو   GARCHهاي  مدل )Lamoureux &Lastrapes,1990لاموروكس و لاستراپ (
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داد كه دادند. نتايج نشان ، گسترش زا بروندر نظر گرفتن حجم معاملات به عنوان متغير را با 
در موضـوع   بخشـد.  دهنـدگي مـدل را بهبـود مـي     قـدرت توضـيح   ،اضافه كردن اين متغير

 ـ يك ـي )Chu et al,2017چن و همكاران (، مطالعه رمزارزها اسـت كـه از    يمطالعـات  نياز اول
 ارزش نيارز بـا بـالاتر  رمـز  7بازده روزانه  ينيب شيپ يبرا GARCHمختلف مدل  هاي حالت

نشـان   ورا مدل كرده  نيكو تيبانجام شده روي  يمطالعات قبل آنهااست.  بازار استفاده كرده
ي بين رمزارزهـاي  ي يكسانها يژگيو ،نامتقارن GARCH يها مدلدادند در هنگام استفاده از 

 مطالعـه ، )Baur et al,2018وجود بائور و همكـاران (  نيبا اوجود دارد. طلا و دلار منتخب و 
نتايج آنهـا نشـان داد    گر،يبه عبارت د .افتنديدست  يمتضاد نتايجبه  توسعه دادند ورا  يقبل
لاكشـــمي  ويجـــاي ت از طـــلا و دلار اســـت.متفـــاو اريبســـ نيكـــو تيـــب كيـــناميد
)Vijayalakshmi,2024 (هاي سهام شركت اپل و  آوري داده در يك مطالعه جالب پس از جمع

) روي آن، Sentiment Analysisاحساسات (استفاده از شبكه اجتماعي توييتر و اجراي تحليل 
بيني يك ساله از نوسـان قيمـت    براي ارائه يك پيش GARCHهاي خانوده  با استفاده از مدل
عملكرد بهتري در مقايسه  GJR-GARCHكرد. نتايج مطالعه نشان داد مدل  سهام مذكور اقدام

هـاي يـادگيري ماشـين،     دارد. با معرفـي و توسـعه مـدل    GARCHهاي خانوده  با ديگر مدل
 هاي زماني انجام دادند. فيشر و كـوراس  سازي سري محققين مطالعات بسياري را براي مدل

)Fischer & Krauss,2018 مـدل  ) با اسـتفاده از LSTM  ـ   يهـا  حركـت  هـايي بـراي   ين ـيب شيپ
نمودنـد.   شنهاديپ يذارگ  هيسرما ياستراتژ كي ،اطلاعات نيو با ارا ارائه  در سهام دار جهت

 ،تلاطمبا يدر بازارها يحتبيني روند،  نتايج آنها نشان داد استفاده از يادگيري ماشين در پيش
در  ييهـا  رقابـت  ،آورد. در ايـن راسـتا   را بوجود مـي  ديامكان به دست آوردن اطلاعات مف

 ـ يابي ـارز يبـرا  ي ماشـين ريادگي ـو  ي و اقتصادسنجيآمار يها روش استفاده از  ين ـيب شيپ
 ،كيكلاس ـ يآمـار  يهـا  از مـوارد، روش  برخيو در كلان اقتصادي بوجود آمده  يرهايمتغ

 ،رمزارزهاحوزه در  ). Makridakis,2018( گذارند يرا پشت سر م ي ماشينريادگي يها روش
 ـ يبرا ماشين يريادگي يها از مدل) Medina & Huynh,2021( مدينا و هوئن رونـد   ين ـيب شيپ

 كي ـپارامترريو اسـتفاده از روش غ  يسـنت  ريغ متغيرهايبا در نظر گرفتن  ،نيكو تيب حركتي
بان يسـامانه پشـت  ) Banik et al,2022بانيـك و همكـاران (    اسـتفاده نمودنـد.   ،ري ـانتخاب متغ

ايجـاد  بازار سـهام هنـد    ينيب شيپ يبرا LSTMبا استفاده از رويكرد ) را DSS( يريگ ميتصم
 )Volatility( بـه نوسـان   حيمطالعات به صورت صر نياز ا كي چيهدر حال،  نيبا ا نمودند.

بهبود دقت  يرا برا يديروش جد) Assaf et al,2022آصاف و همكاران ( .است پرداخته نشده
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 يبازگشـت  يشبكه عصـب  تميالگور ديجد ميتنظ كي يمعرف از طريقنوسانات بازار  ينيب شيپ
 يها متيكه از ق رهيچندمتغ يكامل شده با ورود LSTM كي يشنهاديمدل پنمودند.  شنهاديپ

 يبـرا  مـدل مـذكور  شـده اسـت.    ليتشك ،مختلفهاي زماني  وقفهبا  ييدارا نيروزانه چند
 نيو همچن ـ GARCHحاصـل از   يها ينيب شيبا پنتايج آن نوسانات استفاده شده و  ينيب شيپ

نوسانات  ينيب شيدهد كه پ ينشان م جيشده است. نتا سهيمقا ينيب شيدوره پ ينوسانات واقع
 GARCHسازي  نسبت به رويكرد مدل دقت قابل قبول يدارا LSTM مدلبا استفاده از  ندهيآ

و  يـي كـه بـا چنـد دارا    يزمان LSTM مدل كه دهد نتايج اين مطالعه نشان مي نياست. همچن
را به طور  نوسانات ينيب شيتواند دقت پ يمد، شو طراحي هاي زماني بيشتر از يك روز وقفه

مطالعـه   بي ـترك هاي مطالعاتي در ايـن خصـوص،   ي از حوزهكي بهبود بخشد. يقابل توجه
 شـنهاد يمنجـر بـه پ  ، كـه  اسـت  ي ماشينريادگيو  GARCH هاي مدل نوسانات با استفاده از

بخشد. براساس نوسانات را بهبود  ينيب شيتا دقت پ ،شده )Hybrid Modelتركيبي ( يها مدل
در  GARCHنوع  يها و مدل قيعم يريادگهاي ي مدلاز  يبيترك معمولاًمطالعات انجام شده 

 يعملكرد بهتر ي به تنهايي،زمان يها يسرمدل سازي  اي قيعم مدل يادگيريبا تك  سهيمقا
 GARCHو  يديبري) مدل هKristjanpoller et al,2014(همكاران و  جانپلر ستيكنند. كر يم دايپ

 ـ يكايسه شاخص بورس آمر ينيب شيرا در پ  شيآزمـا  كي ـو مكز يليش ـ ل،ي ـاز برز نيلات
بـا   سـه يدر مقا ين ـيب شيدر دقت پ يرياستفاده و بهبود چشمگ نيانگيد. آنها از آزمون مدنكر

) بـا  Kristjanpoller & Minutolo,2018(نوتولـو يو م ستجانپولريكر نشان دادند.را  GARCHمدل 
 ـ  هـاي  بي ـاستفاده از ترك  ن،يكـو  تي ـب مـت ي، قGARCHاي خـانواده  ه ـ ين ـيب شيمختلـف پ

 مـدل  يبـه عنـوان ورود   ي رافن يحاصل از شاخص ها ياصل يو اجزا يفن يها شاخص

را بهبـود   GARCHمـدل   نيبهتـر  جينتـا  تركيبيدر تمام موارد مدل انتخاب نمودند.  تركيبي
 ـ تركيبـي  ي. كاربرد مدل هـا ديبخش تـوان در كـار    ينفـت خـام را م ـ  نوسـان   ين ـيب شيدر پ
 ـ افتي) Kristjanpoller & Minutolo,2016(نوتولويو م جانپلر ستيكر مـدل   يهـا  ين ـيب شيكه پ

GARCH (نرخ ارز و شاخص بازار بـورس) بـه عنـوان     يمال يزمان يسر يها به همراه داده
 ـ  دنديرس ـ جهينت نيها به ا در مدل مورد استفاده قرار گرفتند. آن يورود  يهـا  ين ـيب شيكـه پ

 افتـه يبهبـود   يسنت ينيب شيپ يها نسبت به مدل تركيبي،نوسانات به دست آمده توسط مدل 
 و همكـاران  جـانپلر  سـت يكر ،يفلـز  يبـازار كالاهـا   نـه يدر زمبعنـوان يـك نمونـه     است.

)Kristjanpoller et al,2017 (يها مدل نيبهتر ينيب شيپ GARCH از  گـر يد يرا به همراه برخ ـ
تا نوسانات طـلا، نقـره و مـس را     ،بكار بردندها  ديگر مدل يبه عنوان ورود يمال يرهايمتغ
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 ،كند يبرون زا استفاده م يرهايكه از متغ GARCHآنها نشان داد كه مدل  جيكنند. نتا ينيب شيپ
برآورد مورد مطالعه  ريمتغ يدهد كه تنها با بازده يم GARCHنسبت به مدل  يبهتر ينيب شيپ

 يها مدل ينيب شيپ نيبا بهتر سهيدر مقا تركيبينشان دادند كه مدل  ني. علاوه بر اتاس شده 
GARCH كيم و وون  راستا،  نيدر ا  بخشد. يبهبود م يقابل توجه را به صورت ها ينيب شيپ

)Kim & Won,2018 (يها مدل LSTM يهـا  را با مدل GARCH  تـا  نـد  كرد بي ـمختلـف ترك
است كه به  نيكار آنها ا يتازگنمايند.  ينيب شيرا پجنوبي  سهام كره متينوسانات شاخص ق

-GARCHمدل  ندچ ايدو  ينيتخم ياز پارامترها GARCHنوع  يها ينيب شياستفاده از پ يجا

TYPE مدل  يها يبه عنوان ورودLSTM آن ها نشان داد كـه مـدل    جيكنند. نتا ياستفاده م
GEW-LSTM  آنها كه از مدلGARCH ،EGARCH با LSTM يخطاهـا  نيكمتر، شده بيترك 

) طراحـي  Peng et al,2018( پنگ و همكاران توسطجالب  يبيمدل ترك كيرا دارد. ينيب شيپ
مـدل  واريانس و  نيانگيمعادلات م نيتخم يبرا SVRمدل  كياز  در اين مطالعه  است. شده
هـا و  تمـام نـرخ ارز   يمطالعـه آنهـا نشـان داد كـه بـرا     اسـت.   شدهاستفاده  GARCH يسنت

 High and Low Frequency( نييو پـا  با فركانس بـالا  يها و در دادهرمزارزهاي مورد مطالعه 

Data(  مدلSVR-GARCH مختلف  يها فرض شينوع گارچ با پ يها مدل ريبا سا سهيدر مقا
ــرا ــتوز يبـ ــا عيـ ــدهيباق يهـ ــرك، مانـ ــزان نيمتـ ــا ميـ ــ يخطاهـ ــيب شيپـ را دارد.   ينـ

 يبـرا  GARCHو  LSTMهـاي   تلفيـق مـدل   روش مشـابه  ) از يـك Quintero,2019كوئينترو(
از نرخ بهره  يبيكه در آن ترك استفاده كرد، ايكلمب ينوسانات نرخ تبادل دلار به پزو ينيب شيپ

 Khaldi etو همكـاران (  . خالـدي اضافه شده اسـت  زا برون يرهايكالا به عنوان متغ متيو ق

al,2019يهـا  مدل يقيتطب يبررساي به  ) در مطالعه GARCH    و  كي ـبـه عنـوان مـدل پارامتر
 نوسان پرداختنـد.  ينيب شيپ يبرا ،كيپارامتر ريغ يها به عنوان مدل قيعم يريادگي يها مدل

 GARCH ،LGARCH ،EGARCH ،APARCH ،TGARCHدر مطالعه آنها هفـت مـدل از نـوع   

،GJR-GARCH ، CGARCH  وIGARCH ليتحل نيكو تيب نوسان ينيب شيدر پ يياز نظر توانا 
 نيبهتر TGARCHاستاندارد شده، مدل  هاي باقيمانده يمختلف برا عي. با فرض چهار توزشد
دو  سـندگان يشـد. نو  انتخاب GARCHگانه  هفت يها لتمام مد، درميان كيپارامتر كرديرو

را اثبـات   MLP يكردند. آنهـا برتـر   يابيارز نيز را RNNو  MLP ماشين شامل يريادگيمدل 
در كنـد.   بهتر عمـل مـي   زين TGARCHنشان داد كه از  TGARCHآن با مدل  سهيمقانمودند. 

بيني نوسـان شـاخص    براي پيش) Pérez et al,2019( همكارانو  زپر بازار سهام راموس نهيزم
S&P500 ،كردند شنهاديپ نيماش يريادگي يها واع مدلرا بر اساس ان يمدل انباشته دو سطح .
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يادگيري و  GARCH ،EGARCHكه بر اساس مدل  تركيبي يها دل انباشته شده آنها از مدلم
  و LSTM) ثابت كـرد كـه مـدل    Liu,2019(ويل نه،يزم نيساخته شده، برتر بود. در هم ماشين

 ـ  يبـازه زمـان   كي يتوانند برا يم )SVRمدل رگرسيون پشتيبان برداري (  ين ـيب شيبـزرگ، پ
) 2020ذوالفقـاري و همكـاران (   بهبود دهند. GARCHمدل  را نسبت به  S&P500نوسانات 

هاي يادگيري ماشين  و مدل EGARCHو  GARCHهاي  يك مدل تركيبي را با استفاده از مدل
مدت بازدهي شاخص كل بـودرس اوراق بهـادار تهـران     بيني كوتاه طراحي و نسبت به پيش

 جينتـا  اقدام نمودند. همچنين دو متغير قيمت نفت و نرخ ارز را نيـز در مـدل وارد كردنـد.   
داشـته   يتك يها نسبت به مدل يبالاتر ينيب شيدقت پ يبيترك يها كه مدل دادنشان  قيتحق
-RNN-LSTM, مدل MAPEو  RMSE ينيب شيپ يخطا يابيارز يارهايبراساس مع نيهمچن و

EGARCH عيتوز هيبرپا GED هاي مـورد   كليه مدلنسبت به  يكمتر ينيب شيپ يخطا يدارا
و  داليــتــوان در كــار و يرا مــ ماشــين يريادگيــدو مــدل اســتفاده در ايــن تحقيــق دارد. 

 ژهي ـمـدل و  كي ـ) مشاهده كرد كـه در آن از  Vidal and Kristjanpoller,2020 (جانپلر ستيكر
 ـ را بـا  جيطلا استفاده و نتا بازدهي يها داده يبرا پيچشي، يشبكه عصب  يشـبكه عصـب   كي

در  تركيبي يها مدل ياز بازار طلا، اثربخش ريبه غ. ددنكر بيركتحافظه كوتاه مدت طولاني 
نتـايج ايـن   ثابـت شـد.   ) Hu et al,2020(  همكـاران در مطالعه هو و  مسنوسانات  ينيب شيپ

 بهتر عمل كنند، GARCHاز مدل  توانند يم يشبكه عصب يها كه نه تنها مدل مطالعه نشان داد
 ـ   يم ـ ي،به عنوان ورود زين GARCH يها ينيب شيپاستفاده از بلكه   ين ـيب شيتوانـد قـدرت پ
 LSTMو  LSTM يهـا  كه گنجاندن مـدل نتايج نشان داد  نيا كند. علاوه بر تيها را تقو مدل

سـئو و   بخشـد.  يمس را بهبود م متينوسانات ق يها ينيب شيپتركيبي،  يها دوطرفه به مدل
 يهـا  سـاخت مـدل   ) را بـراي HONNهاي بالا ( مرتبه يعصب مدل) Seo and Kim,2020( ميك

 يهـا  مـدل  ي. آنهـا خروج ـ نـد بـه كـار گرفت   نيكو تينوسانات ب ينيب شيپتركيبي به منظور 
GARCH به عنـوان   را مربوطه يرهاياز متغ گريد يو برخ يافته تحققنوسان  ريبه همراه مقاد
 تركيبـي  يها استفاده كردند. آنها نشان دادند كه مدل HONNو در مدل  انتخاب يداده ورود
. ژنـگ و  دهنـد  يارائه م ـ گريد يها نسبت به مدل يتر قيدق يها ينيب شيپ HONNبر اساس 
) به منظور پيش بيني فشار گاز طبيعي در خطوط لوله در راسـتاي  Zeng et al,2023( همكاران

و تركيب انها با مـدل هـاي يـادگيري     GARCHهاي خانواده  سازي خطوط لولهاز مدل ايمن
در  CatBoostهاي هاشناسي را با استفاده از الگوريتم  ماشين استفاده كردند. همچنين آنها داده

-GARCH-CatBoostمدل تركيبي خـود وارد نمودنـد. نتـايج آنهـا نشـان داد مـدل تركيبـي (       
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CNNLSTMهـاي منفـرد يـادگيري ماشـين در     هاي ديگر حتـي مـدل    ) نسبت به تمام مدل
گيــري كردنــد كــه بكــارگرفتن  برتــري دارد.انهــا نتيجــه  RMSE ،MAE ،MAPEمعيارهــاي 

هاي يادگيري ماشين را  بيني نوسانات در مدل هاي اقتصادسنجي مي تواند قدرت پيش روش
 ) باRayadurgam & Mangalagiri,2023به شكل محسوسي بهبود بخشد. رايدرگام و مانگلاگر(

هاي يـادگيري عميـق بـه     بعنوان ورودي در مدل GARCHهاي  هاي مدل استفاده از خروجي
.  نتايج نشـان داد يـك مـدل    بيني متغير سرريز تلاطم پرداختند بررسي ميزان بهبود در پيش

هاي يادگيري عميـق ارائـه مـي دهـد كـه       هاي بهتري را در مقايسه با مدل بيني تركيبي پيش
گذاران براي مديريت پرتفـو كـاربرد داشـته باشـد.      هاي سرمايه تراتژيتواند در تعيين اس مي

هاي مختلف وجـود   بيني نوسان در بازار داريي درحاليكه مطالعات زيادي در خصوص پيش
بينـي   دارد، اين مطالعه رويكرد جامعي در خصوص طراحي يك مـدل تركيبـي بـراي پـيش    

  اي كه : كوين دارد بگونه نوسان بيت
ــدل از   ـ ــار م ــدلچه ــانوده   م ــاي خ ــامل ( GARCHه -GARCH ،EGARCH ،GJRش

GARCH،TGARCH اسـتيودنت و   سه نوع توزيع جملات خطا (نرمـال، تـي   ) بهمراه
استفاده قرار  مورد qو  pبرآورد هاي قابل  يافته) از ميان تمام مرتبه توزيع خطاي تعميم

 گرفته است. 

يره كه در هر مرحله طراحـي  تك متغيره و چند متغ LSTMهاي  انواع مختلفي از مدل ـ
 تري دارند، مورد مطالعه قرار گرفته است.  پيچيده

كوين بصورت مدل تركيبي با استفاده از شاخص هـاي   مدل سازي نوسان قيمت بيت ـ
 كوين در نظر گرفته شده است.  هاي روزانه بيت مختلف استخراج شده از داده

بصـورت   GARCHهـاي   مـدل  سازي تركيبي براساس كليه نتايج بدست آمده از مدل ـ
يكجا بعنوان متغير ورودي و همچنين هر يـك از نتـايج بصـورت جداگانـه بهمـراه      

 نوسان جاري انجام شده است. 

نيـز در   )Random Walk Model) و گام تصـادفي ( Baseline Modelخط مبنا (هاي  مدل ـ
 ها مورد بررسي قرار گرفته است.  كنار ديگر مدل
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  مدل تحقيق و روش برآورد  .4
مقـدار   نيـي تع يگذاران برا هيسرماكند و  تغيير ميبه صورت روزانه  يمال يها ييارزش دارا

يكـي از  شـاخص دارنـد.    كي ـبـه   ازي ـن ،دشوار اسـت  آن ينيب شيكه اغلب پ ،راتييتغ نيا
 استفاده در اين حوزه نوسان است كـه بـه سـه دسـته نوسـان ضـمني (      هاي مورد  شاخص

Implied Volatility) نوسان تاريخي ،(Historical Volatility  ) و نوسان تحقـق يافتـه (Realized 

Volatilityهاي مورد انتظار بازار شكل گرفتـه   شود. نوسان ضمني براساس قيمت ) تقسيم مي
فعالين بازار انتظار دارند در يك دوره مشـخص در آينـده اتفـاق بيفتـد.      و نوساني است كه

شـود و   فته براساس تغييرات قيمت در يك دوره زماني مشخص محاسبه مييا نوسان تحقق
شود. به منظور  اگر اين دوره مشخص مربوط به زمان گذشته باشد، نوسان تاريخي ناميده مي

 تغييـرات در بـازه زمـاني   (درصد  ها ييدارا )Daily Return( روزانه يبازدهمحاسبه نوسان از 
شود كه لگاريتم نسبت قيمت در يك دوره زماني مشخص اسـت. بعنـوان    استفاده ميروز) 
) باشد، بـازدهي  (براي دو روز متوالي  t-1و  tقيمت يك دارايي در زمان  Pt-1و   Ptاگر مثال 

  شود.  روزانه به صورت زير محاسبه مي
)23( 𝒓𝒕 = 𝒍𝒏 ቀ𝑷𝒕 𝑷𝒕ି𝟏ൗ ቁ 

) مشـخص شـده، بصـورت    Interval Windowزمـاني( يافته براي يك پنجره  نوسان تحقق
براسـاس يـك تـواتر     انحراف معيار بازدهي تعريف مي شود. براي محاسبه نوسـان روزانـه  

  زماني مشخص مانند روزانه، هفتگي، ماهيانه يا ساليانه مي توان از روابط زير استفاده نمود.

)24( σdaily=ට∑ 𝒓𝒕ି𝟏,𝒕𝟐𝒕 *ට 𝟏𝒊𝒏𝒕𝒆𝒓𝒗𝒂𝒍ି𝟏  
)25( σannualized=ට∑ 𝑟௧ିଵ,௧ଶ௧ *ට ଷ଺ହ௜௡௧௘௥௩௔௟ିଵ  
)26( 𝜎௠௢௡௧௛௟௬ = ට∑ 𝑟௧ିଵ,௧ଶ௧ ∗ ට ଷ଴௜௡௧௘௥௩௔௟ିଵ  
)27( 𝜎௪௘௘௞௟௬ = ට∑ 𝑟௧ିଵ,௧ଶ௧ ∗ ට ଻௜௡௧௘௥௩௔௟ିଵ  

 27/09/2023تـا   17/09/2014كوين در بازه زمـاني   هاي روزانه بيت در اين مطالعه داده
شامل قيمت باز شدن، قيمت بسته شدن، بالاترين قيمت، پايين ترين قيمت وحجم معاملات 

آوري شده و بازدهي روزانه و  ) جمعYahoo Financeياهوفاينانس (از طريق پايگاه اطلاعاتي 
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ورد محاسبه قرار گرفتـه اسـت.   لگاريتم بازدهي روزانه براساس قيمت بسته شدن هر روز م
هاي زماني هفتگي، ماهيانه، دومـاه، شـش    ) نوسان قيمت بيت كوين در بازه2شكل شماره (

  ماهه و ساليانه را نشان مي دهد. 

  
  هاي زماني مختلف كوين براي پنجره . نوسان تحقق يافته بيت2شكل 

  هاي تحقيق : يافتهمنبع

روزه براي محاسبه نوسان جـاري  انتخـاب    30) بازه زماني 2شكل شماره (با توجه به 
) بيشـتري  noiseمقـادير نوسـان اخـتلال (   روزه  7رسد در بازه  شده است. چراكه به نظر مي

) اسـت و بيشـتر بـه سـمت     Smoothتـر  همـوارتر(   داشته، در حاليكه در بازه زماني طولاني
روزه، 30استفاده از بازدهي روزانه و اعمال يك پنجره غلتان ميانگين خود تمايل دارد. لذا با 
بينـي سـري زمـاني،     هاي پـيش  است. هدف اصلي در مدل مقدار نوسان جاري محاسبه شده

بيني مقادير آتي براساس مشاهدات گذشته است، لذا مقدار نوسان آتـي از طريـق يـك     پيش
اي نوسان جاري در نظر گرفته شده ) برShift Forwardوقفه زماني هفتگي و جابجايي زماني(

ها از نظر زمان مرتـب و   و داده است. پس از انجام محاسبات مذكور، فيلدهاي خالي حذف
بكار گرفته مي شود. خلاصه  20/09/2023تا  17/10/2014هاي نهايي براي بازه زماني  داده

  است. ) آورده شده1هاي مورد استفاده در جدول شماره ( داده  اطلاعات و ويژگي
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  هاي جمع آوري شده .خلاصه اطلاعات داده1جدول 
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 3261 3261 3261 3261 3261 3261 3261 3261 3261  تعداد

6/1 14064 13690 14392 14057 ميانگين e10 201/0  001/0  034/0  034/0  

3/16394 416001 انحراف معيار  5/15552  1/15998  9/1 e10 732/0  037/0  016/0  016/0  

89/176 كمترين  731/211  51/171  10/178  5914571 1/37 -  46/0 -  007/0  007/0  

6/68789 67549 بيشترين  66382 8/67566  5/3 e11 247/2  225/0  103/0  103/0  

 : محاسبات تحقيقمنبع

كوين، نوسان جاري روزانه به صـورت   به منظور بررسي ساختار كلي نوسان قيمت بيت
اسـت.   ) نشان داده شده3بندي شده براي بازه زماني ماهيانه و ساليانه در شكل شماره ( گروه

هاي مارچ  اتفاق افتاده و در ماههاي ژانويه و دسامبر  كوين در ماه بيشترين نوسان قيمت بيت
هـاي آپريـل، آگوسـت و     وجود دارد. مـاه  )Outliers Dataو آپريل بيشترين ميزان داده پرت (

اتفاق افتاده و  بيشترين داده پرت 2020سپتامبر كمترين ميزان نوسان را داشته است. در سال 
 2023و  2014هـاي   بوده است. سـال  2018و  2015هاي  بيشترين نوسانات مربوط به سال

  كوين اتفاق افتاده است.  ميزان نوسان قيمتي در بيت كمترين

    

  . گروه بندي ماهيانه (سمت راست) و ساليانه (سمت چپ) نوسان جاري روزانه3شكل 
  هاي تحقيق : يافتهمنبع
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  آزمون مانايي 1.4
كوين مورد بررسـي   در اولين گام، مانايي سري زماني بازدهي و لگاريتم بازدهي قيمت بيت

) نشـان  2) در جـدول شـماره (  Dickey–Fuller Testگيرد. نتايج آزمون ديكـي فـولر(   قرار مي
  دهد هر دو سري زماني مذكور مانا هستند.  مي

  . آزمون مانايي سري زماني بازدهي روزانه و لگاريتم بازدهي روزانه2جدول 

  مقدار بحراني  لرمقدار آماره آزمون ديكي فو  

 30e- 7547/5  - 2844/17  بازدهي قيمت بيت كوين

0/0 - 2595/58  لگاريتم بازدهي قيمت بيت كوين  

  : محاسبات تحقيقمنبع
 

  ها تفكيك داده 2.4
 7سـاعت در   24كوين در اين پژوهش) بصورت  با توجه به انجام معاملات رمزارزها (بيت

روز در سال در نظر گرفته شده اسـت. بـه    365برابر با روز هفته ، تعداد روزهاي معاملاتي 
بيني تقسـيم شـده    ها به سه بخش آموزش، آزمون و پيش منظور برآورد مدل و ارزيابي، داده

يافته روزانه  ) متغير هدف نوسان آتي است، كه در واقع نوسان تحقق3است.(جدول شماره 
زمـاني   و پنجره =n 7اگر شود. لذا  ميدوره زماني آينده نسبت به روز جاري تعريف  nبراي 

بصـورت   tبينـي بـراي زمـان     روز در نظر گرفته شود، پيش 30براي محاسبه نوسان جاري 
  بود.  خواهد t+7تا   t-23انييافته براي بازه زم بيني نوسان تحقق پيش

  بيني ها به سه بخش آموزش، ارزيابي و پيش . تفكيك داده3جدول 

  درصد از كل داده ها  تعداد  تا  از  

  %74  روز 2411  23/05/2021  17/10/2014  آموزش
  %22.4  روز 730  23/05/2023  24/05/2021  ارزيابي

  %3.6  روز 120  20/09/2023  24/05/2023  بيني پيش

  : محاسبات تحقيقمنبع
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  ها هدنرمال سازي دا 3.4
ها اهميت بسـزايي دارد. بـا    سازي داده نرمالهاي يادگيري ماشين،  سازي با الگوريتم در مدل

هـاي   هاي مختلـف، بـا الگـوريتم هـاي متفـاوت و داده      توجه به اينكه در اين پژوهش مدل
آوري شـده توسـط    هاي جمع استفاده قرار گرفته است، ابتدا كليه دادهورودي مختلف مورد 

ار را در بازه صفر و يـك  شوند. اين تابع مقادير يك برد سازي مي نرمال MinMaxScalerتابع 
هاي بخش آموزش و ارزيابي در حالت اصلي  مربوط به داده دهد. خلاصه اطلاعات قرار مي

هاي  هاي نرمال شده در تمام مدل ) آورده شده است. داده4و نرمال شده در جدول شماره (
 ـ     ابي قـرار  اين پژوهش استفاده شده و نتايج پس از معكـوس سـازي مـورد بررسـي و ارزي

  است.  فتهگر

  . خلاصه اطلاعات بخش آموزش و ارزيابي (اصلي و نرمال شده)4جدول 
    آموزش  ارزيابي

    نرمال شده  اصلي  نرمال شده  اصلي
 تعداد 2836 2836  730  730

  ميانگين  300829/0  036303/0 300712/0 036292/0
  معيارانحراف   169461/0  016378/0 169482/0 016380/0
  كمترين  0/0  007228/0 0/0 007228/0
  بيشترين  0/1  103878/0 0/1 103878/0

  : محاسبات تحقيقمنبع
 
  برآورد مدل .5

اي خـط مبنـا و گـام     آوري شده ابتدا دو مدل پايـه  هاي جمع در اين بخش با استفاده از داده
 GARCHمـدل شـامل (   GARCH  ،12هـاي   مدلگردد. سپس از خانوده  تصادفي برآورد مي

هـاي مختلـف    با در نظر گـرفتن توزيـع   )GJR-GARCHو  EGARCH ،TGARCHاستاندارد، 
تعمـيم يافتـه) بـرآورد     استيودنت و توزيع خطـاي  براي جمله خطا (توزيع نرمال، توزيع تي

با تنها  LSTMمتغيره  تكمدل شامل (مدل  6هاي عصبي  گردد. پس از آن در حوزه شبكه مي
طرفـه ،   دو LSTMمتغيره  با يك لايه، مدل تك  LSTMمتغيره  يك لايه كاملاً متصل، مدل تك

) برآورد LSTMهاي چندمتغيره  دو طرفه با يك لايه كانولوشن و مدل LSTMمتغيره  مدل تك
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مدل برآورد شده)  12هاي گارچ ( هاي بدست آمده از كليه مدل مي شود. در نهايت خروجي
شـود. براسـاس    بـرآورد مـي   GARCH-LSTMمدل  13، وارد شده و LSTMين مدل در بهتر

واقعي دوره زماني مذكور،  هاي بيني شده براي بازه زماني بخش ارزيابي و داده هاي پيش داده
در هر مرحله معيارهاي ارزيابي مدل محاسبه و بهترين مدل از طريق انتخاب كمترين معيار 

كمترين مقدار خطا در معيارهاي ارزيابي، بعنوان مدل نهايي ارزيابي مشخص شده و مدل با 
داده  120بينـي بـراي    است. در نهايت با استفاده از مدل نهايي، يك پـيش  در نظر گرفته شده

گـردد. شـكل شـماره     بيني) انجام و با مقادير واقعي مقايسه مي هاي بخش پيش انتهايي (داده
اسـتفاده در هـر يـك     بهمراه متغيرهاي مـورد  هاي طراحي شده در اين پژوهش را ) مدل4(

  دهد. نشان مي

GARCHمدل هاي خانوده 

سري زماني

مدل گام تصادفيمدل خط مبنا

EGARCH GARCHTGARCHGJR-GARCH

توزيع نرمال

استيودنت-توزيع تي

توزيع خطاي تعميم يافته

LSTMمدل تك متغيره 

LSTMمدل چندمتغيره 

مدل چندمتغيره
 GARCH-LSTM

نوسان جاري روزانه

اختلاف قيمت باز و بسته 
شدن روزانه

اختلاف بالاترين و پايين 
ترين قيمت روزانه

توزيع نرمال

استيودنت-توزيع تي

توزيع خطاي تعميم يافته

توزيع نرمال

استيودنت-توزيع تي

توزيع خطاي تعميم يافته

توزيع نرمال

استيودنت-توزيع تي

توزيع خطاي تعميم يافته

نوسان جاري روزانهنوسان جاري روزانهنوسان جاري روزانهبازدهي

تمام خروجي هاي مدل هاي 
GARCH  بصورت همزمان

خروجي هاي مدل هاي 
GARCH  بصورت جداگانه

مدل چندمتغيره
 GARCH-LSTM

نوسان جاري روزانه

  
  هاي مورد بررسي در مطالعه مدل .4شكل 

  هاي تحقيق : يافتهمنبع
  

  مدل خط مبنا  1.5
مدت اسـت. لـذا مـدل     هاي اصلي نوسان، بازگشت به مقدار ميانگين در بلند يكي از ويژگي

يافتـه بـراي دوره آمـوزش، بعنـوان مقـدار       ميانگين واريانس تحققخط مبنا، براساس مقدار 
) مقـدار نوسـان جـاري    5شـود. شـكل شـماره (    بيني براي بخش ارزيابي تعريف مـي  پيش
  دهد.  شده براي بازه زماني ارزيابي را نشان مي بيني پيش
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  . خروجي مدل خط مبنا5شكل 

  هاي تحقيق : يافتهمنبع
  

  مدل گام تصادفي  2.5
يك واقعيت اصلي در خصوص نوسان، تمايل به خودهمبستگي ميـان مقـادير ايـن سـري     

كـوين   زماني است. با در نظر گرفتن اين موضوع، مدل گام تصادفي براي نوسان قيمت بيت
شود. در اين حالت  بيني مقادير آتي صرفاً براساس مقادير گذشته برآورد مي به صورت پيش

بينـي   روز آتي، مقادير نوسان پيش 7بيني براي  روز و پيش 30ظر گرفتن پنجره زماني با در ن
  ) نمايش داده شده است. 6هاي ارزيابي در شكل شماره ( شده براي بازه زماني داده

  
  . خروجي مدل گام تصادفي6شكل 

  هاي تحقيق : يافتهمنبع

نظر گرفته شده، مدل گام تصادفي نسبت به مدل خط براساس تمام معيارهاي خطاي در 
  كند. هاي ارزيابي ايجاد مي هاي بهتري را براي بازه زماني داده بيني مبنا پيش
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 . معيارهاي ارزيابي مدل خط مبنا و گام تصادفي5جدول 

 RMSPE RMSE MAE  نام مدل

 085304/0 107612/0 786778/0 مدل خط مبنا

 037394/0*  058021/0* 329638/0* مدل گام تصادفي

  : محاسبات تحقيقمنبع
  

 هاي خانواده گارچ مدل 3.5
) TARCHو  GARCH ،EGARCH ،GJR-GARCH(گـارچ   خانوادهمدل از  4در اين پژوهش 

به صورت  يمال هاي زماني ه است. سريانتخاب شد كوين رمزارز بيتنوسان  ينيب شيپ يبرا
نرمال انحراف و چـولگي و كشـيدگي بـيش از حالـت عـادي را از خـود       معمول از حالت 

ــي ــايش م ــد نم ــين ). Lahmiri & Boukadoum,2015( دهن ــاهمچن ــه  جينت ــداخمطالع و  يل
نسبت به نـوع   TARCHو  EGARCH يها كه مدل دهد نشان مي) Khaldi et al,2019همكاران(

 ينرمـال بـرا  توزيـع   شامل، عيسه توز در اين پژوهش نيحساس هستند. بنابرا اريبس عيتوز
 عي ـو توز چـولگي  نشان دادن وضعيت يبرا استيودنت تي عينرمال، توز نشان دادن وضعيت

سري زماني بازده بيـت كـوين در نظـر گرفتـه      نشان دادن كشيدگي يبرا يافته ي تعميمخطا
 توابـع  ، بـا رسـم نمودارهـاي   qو  pهـاي   مرتبـه است. در اولين گام به منظور انتخـاب   شده

شـود. بـرآورد مـدل     انتخاب مـي  q=7و  p=7خودهمبستگي و خودهمبستگي جزئي، مقادير
GARCH(7,7) دهد تنها يكي از ضرايب معنادار است. با توجه به مطالعات بولرسف  نشان مي

)Bollerslev,1987)هو و همكاران ،(Hu et al,2020  كه نشان دادنـد (GARCH(1,1)    نسـبت بـه
و  GARCHهاي  لاتر عملكرد بهتري دارند، در اين پژوهش براي مدلهاي با هاي با مرتبه مدل

EGARCH ) استفاده شده است. به منظـور انتخـاب بهتـرين وقفـه     1و1از مرتبه هاي (p  وq 
هاي مختلـف در   حلقه، مرتبه با استفاده از يك تابع TARCHو  GJR-GARCHهاي  براي مدل
 مورد بررسي قرار گرفته و براساس معيارهـاي بيـزين شـوارتز    qو  pتا سه براي بازه صفر 

)Bayesian Information Criterion/BICحداكثر درستنمايي ،( )Maximum Likelihood و (RMSE 
-GJRهـاي  را بـراي مـدل   qو p ) مرتبه هـاي  1شود. پيوست شماره( بهترين مدل انتخاب مي

GARCH   وTARCH مدل  12دهد. نتايج  ها نشان مي قيماندهرا براي سه نوع توزيع خطاي با
دهد كه براساس  ) گزارش شده، نشان مي6برآورد شده در اين مرحله كه در جدول شماره (
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هـاي   استيودنت و براساس شـاخص  ، مدل گارچ نمايي با توزيع خطاي تيRMSPEشاخص 
RMSE  وMAE مدل  TARCH نسبت بـه  يافته،  هاي خطاي نرمال و تعميم به ترتيب با توزيع

  برتري دارند. هاي مختلف هاي گارچ با توزيع ديگر مدل

 GARCHهاي  بيني براي مدل . معيارهاي ارزيابي خطاي پيش6جدول 

 RMSPE RMSE MAE  مدل

GARCH (1,1), 52108/0 توزيع نرمال  154021/0  13769/0  

GARCH (1,1), استيودنت توزيع تي  333341/0  098726/0  081854/0  

GARCH (1,1), 395098/0 توزيع خطاي تعميم يافته  116091/0  0994/0  

EGARCH (1,1), 320539/0 توزيع نرمال  104887/0  083235/0  

EGARCH (1,1), استيودنت توزيع تي  *237571/0  069879/0  050956/0  

EGARCH (1,1), 255852/0 توزيع خطاي تعميم يافته  078486/0  058783/0  

GJR-GARCH (1,1,0), 521133/0 توزيع نرمال  153913/0  137617/0  

GJR-GARCH (1,1,2), استيودنت توزيع تي  293196/0  088936/0  062947/0  

GJR-GARCH (2,1,1), 370011/0 توزيع خطاي تعميم يافته  109119/0  091871/0  

T-GARCH (1,2,0), 277576/0 توزيع نرمال  *063823/0  049092/0  

T-GARCH (1,2,1), استيودنت توزيع تي  250705/0  0.071758 053589/0  

T-GARCH (1,2,1), 248301/0 توزيع خطاي تعميم يافته  064457/0  *048289/0  

  : محاسبات تحقيقمنبع
  

 LSTMهاي  مدل 4.5
توسط هاي انجام شده  بيني هاي يادگيري ماشين، نقش مهمي در پيش طراحي و معماري مدل

بيني نوسان رمزارز  ها دارد. به منظور انتخاب بهترين مدل يادگيري ماشين براي پيش اين مدل
هـا شـامل لايـه هـا و      ترين مدل طراحـي و در هـر مرحلـه پيچيـدگي     كوين، ابتدا ساده بيت

بكار رفته در  LSTMهاي  ) مدل7شماره (گردد. جدول  متغيرهاي مختلف، به مدل افزوده مي
 هاي يادگيري ماشين نتايج متفاوتي را براي يك مجموعه دهد. مدل را نشان مياين پژوهش 

تواند بعلت مقداردهي  دهند. كه اين موضوع مي مشخص از آموزش، در هر اجرا نمايش مي
عوامل موثر در طراحي مدل باشد. لذا منظور پايداري نتايج، ها يا ديگر  اوليه تصادفي به وزن
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رتبه تكرار و معيارهاي خطا بصورت ميـانگين بدسـت آمـده،    ده م LSTMهاي  هر يك مدل
اي اسـت كـه فرآينـد     بگونه LSTMهاي  شود. در اين پژوهش طراحي تمام مدل گزارش مي

 گردد. مي قطع RMSPEآموزش به محض عدم بهبود شاخص 

  استفاده شده در پژوهش LSTMهاي  . مدل7جدول 

  كاملا متصل (متغير ورودي نوسان جاري) تنها يك لايه-  LSTM )1(  LSTMمدل 

  واحد (متغير ورودي نوسان جاري) 20تك لايه با  LSTM )2(  LSTMمدل 

  (متغير ورودي نوسان جاري) واحد) 32و  64دو طرفه با دو لايه ( LSTMمدل تك متغيره   )LSTM )3مدل 

واحد و يك لايه پيچشي(متغير ورودي  32و  64دو طرفه، دو لايه  LSTMمدل تك متغيره   )LSTM )4مدل 
  نوسان جاري)

دو طرفه با سه لايه (متغيرهاي ورودي شامل اختلاف قيمت باز و  LSTMمدل چند متغيره   )LSTM )5مدل 
  بسته شدن، اختلاف بالاترين و پايين ترين قيمت، حجم معاملات به اضافه نوسان جاري)

دو طرفه با چهار لايه (متغيرهاي ورودي شامل اختلاف قيمت باز  LSTMمدل چند متغيره   )LSTM )6مدل 
  و بسته شدن، اختلاف بالاترين و پايين ترين قيمت، حجم معاملات به اضافه نوسان جاري)

دو طرفه با سه لايه (متغيرهاي ورودي شامل خروجي هاي  LSTMمدل چند متغيره   )18) تا (LSTM )7مدل 
  بصورت جداگانه به اضافه نوسان جاري)  GARCHيها مدل

هاي  دو طرفه با سه لايه (متغيرهاي وودي شامل تمام خروجي LSTMمدل چند متغيره   )LSTM )19مدل 
 همزمان به اضافه نوسان جاري)  GARCHهاي مدل

 : محاسبات تحقيقمنبع

ترين  بالاترين و پايين) و اختلاف 𝐶𝑂௧شدن روزانه ( بستهمتغيرهاي اختلاف قيمت باز و 
   محاسبه مي شوند. ) از طريق روابط زير𝐻𝐿௧( قيمت روزانه

)28( 𝑪𝑶𝒕 = 𝒄𝒍𝒐𝒔𝒆𝒕ି𝒐𝒑𝒆𝒏𝒕𝒄𝒍𝒐𝒔𝒆𝒕   

)29( 𝐻𝐿௧ = 𝑙𝑜𝑔 ቀ௛௜௚௛೟ି௟௢௪೟௖௟௢௦௘೟ ቁ  

  
  هاي تك متغيره نتايج مدل 1.4.5
هر  وارد و در LSTMبه مدل متغيره، تنها متغير نوسان جاري بعنوان ورودي  هاي تك در مدل

ها و افزايش واحـدها، مقـادير    مرحله با پيچيده كردن شبكه از طريق اضافه نمودن انواع لايه
) نشـان  8است. نتايج گزارش شده در جـدول شـماره (   بيني شده مربوط به نوسان آتي پيش
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) كـاهش داشـته   3) تا مدل شـماره ( 1خطا، از مدل شماره ( دهد كليه معيارهاي ارزيابي مي
)، تنهـا  4مـدل شـماره (  ) و طراحـي  3است. اضافه كردن يك لايه پيچشي به مدل شماره (

 را افـزايش  MAEو  RMSEشـده و معيارهـاي    RMSPEباعث كاهش محسـوس در معيـار   
راحل بعـدي از ايـن   است. لذا اضافه كردن لايه پيچشي، باعث بهبود مدل نشده و در م داده

) از كليه 4لايه صرفنظر شده است. با اين وجود براساس كليه معيارهاي خطا، مدل شماره (
  كوين دارد. بيني نوسان بيت عملكرد بهتري در پيش GARCHهاي  مدل

  تك متغيره LSTMهاي  مدل  يابيارز يارهايمع. 8جدول 

 RMSPE RMSE MAE مدل

324277/0 1شماره مدل   056097/0  037314/0  

308507/0 2مدل شماره   054422/0  035977/0  

276745/0 3مدل شماره   *051682/0  *035655/0  

226115/0* 4مدل شماره   054208/0  037152/0  

  : محاسبات تحقيقمنبع
  

  نتايج مدل چند متغيره با متغيرهاي كمكي 2.4.5
) و 𝐶𝑂௧) ،(𝐻𝐿௧نوسان جاري به همـراه متغيرهـاي كمكـي(   متغير متغيره،  در اولين مدل چند

)Volume௧به مدل وارد و مقادير نوسـان آتـي بـراي بـازه زمـاني ارزيـابي،        ) بعنوان ورودي
است. ورود متغيرها مذكور بعنوان متغير كمكي به مدل باعـث بهبـود قـدرت     بيني شده پيش
ت. شده اس GARCHخانواده هاي  كليه مدلهاي خطا، نسبت به  بيني مدل در تمام معيار پيش

دهد، اضافه كردن لايـه چهـارم در مـدل     ) نشان مي9نتايج گزارش شده در جدول شماره (
)، علاوه بـر عـدم ايجـاد بهبـود قابـل توجـه در معيـار        5) نسبت به مدل شماره (6شماره (
RMSPE باعث افزايش معيارهاي ،RMSE  وMAE است. لذا مدل  گرديدهLSTM متغيره  چند

  لايه عملكرد بهتري را ارائه مي كند.  4با سه لايه، نسبت به 
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  چند متغيره با متغيرهاي كمكي LSTMهاي  مدل يابيارز يارهايمع. 9جدول 

 RMSPE RMSE MAE مدل

217233/0 5مدل شماره   *051697/0  *037614/0  

213872/0* 6مدل شماره   053607/0  037719/0  

  : محاسبات تحقيقمنبع

تك متغيـره نشـان    LSTMهاي  مدلبررسي دو مدل چند متغيره در اين بخش، نسبت به 
بهبود محسوسي در عملكرد مدل،  )MAEو  RMSEهاي  دهد در مجموع (از نظر شاخص مي

 LSTMهـاي   اتفاق نيفتاده و استفاده از متغيرهاي كمكي صرفاً باعـث بهبـود عملكـرد مـدل    
  شده است.  GARCHهاي خانوداه  نسبت به مدل

  
  هاي گارچ تركيبي با مدل ةمدل چند متغير 3.4.5
بهمراه متغير نوسـان   GARCHهاي  از مدلخروجي هر يك ) 18) تا (7هاي شماره ( در مدل

در نظر گرفته شده و به صورت يك مدل تركيبي، مقـدار   LSTMجاري بعنوان ورودي مدل 
است. نتايج معيارهاي ارزيـابي خطـاي    بيني گرديده نوسان آتي براي بازه زماني ارزيابي پيش

)، 10اسـت. براسـاس نتـايج جـدول شـماره (      ) آورده شـده 10بيني در جدول شماره ( پيش
هـر يـك از نتـايج بدسـت     ، از LSTMبا  GARCHهاي  هاي مدل تركيب هر يك از خروجي

هاي   كوين دارد. لذا مدل بيني نوسان قيمت بيت آمده در مراحل قبل، عملكرد بهتري در پيش
متغيره و  تك LSTMهاي  و هم مدل GARCHهاي  هم نسبت به مدل GARCH-LSTMتركيبي 
LSTM متغيره با استفاده از متغيرهاي كمكي، برتري قابل تـوجهي دارنـد. همچنـين بـا      چند

بـا توزيـع خطـاي نرمـال و از نظـر       GARCH-LSTM، مدل تركيبـي  RMSPEتوجه به معيار 
هاي خطـاي بـه ترتيـب     ، با توزيعEGARCH-LSTM  مدل MAEو  RMSEمعيارهاي خطاي 

  .كوين را دارند بيني نوسان بيت پيشاستيودنت، بهترين عملكرد در  يافته و تي تعميم
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 GARCHو خانوده  LSTM تركيبيي ها مدل يابيارز يارهايمع .10جدول 

 RMSPE RMSE MAE مدل

) 7: مدل شماره ( GARCH (توزيع نرمال)– LSTM *1837/0  0477/0  0322/0  

)  8: مدل شماره ( GARCH استيودنت) (توزيع تي -LSTM 1852/0  0465/0  0321/0  

)  9: مدل شماره ( GARCH (توزيع خطاي تعميم يافته)-LSTM 1901/0  0465/0  0313/0  

)  10: مدل شماره ( EGARCH (توزيع نرمال)-LSTM 1893/0  0460/0  0317/0  

) 11: مدل شماره ( EGARCH استيودنت) (توزيع تي -LSTM 1844/0  0464/0  *031/0  

) 12: مدل شماره( EGARCH تعميم يافته) خطاي (توزيع -LSTM 1893/0  *045/0  0315/0  

) 13: مدل شماره ( GJR-GARCH (توزيع نرمال)-LSTM 1857/0  0467/0  0322/0  

)  14:مدل شماره( GJR-GARCH استيودنت) (توزيع تي -LSTM 1923/0  0472/0  0319/0  

) 15:مدل شماره ( GJR-GARCH يافته) تعميم خطاي (توزيع -LSTM 1864/0  0468/0  0320/0  

) 16: مدل شماره ( TARCH (توزيع نرمال)-LSTM 1897/0  0466/0  031/0  

) 17: مدل شماره ( TARCH استيودنت) (توزيع تي -LSTM 1965/0  0483/0  0331/0  

) 18: مدل شماره ( TARCH (توزيع خطاي تعميم يافته)-LSTM 1939/0  0472/0  0328/0  

  : محاسبات تحقيقمنبع

به صورت همزمان، بهمراه متغيـر   GARCHهاي  مدلهاي  مرحله بعدي كليه خروجيدر 
و نوسان آتي بـراي بـازه زمـاني ارزيـابي      وارد LSTMنوسان جاري بعنوان ورودي به مدل 

دهد در هيچ يك از معيارهـاي خطـا،    ) نشان مي11شود. نتايج جدول شماره ( بيني مي پيش
 مدل در مرحله قبل برتري ندارد. مدل بدست آمده نسبت به بهترين

  GARCHهاي  با كليه خروجي LSTM. نتيجه برآورد مدل 11جدول 

 RMSPE RMSE MAE مدل

)19: مدل شماره (  GARCH هاي)  (خروجي كليه مدل  - LSTM 18695/0  04844/0  03306/0  

  : محاسبات تحقيقمنبع
 
 مدل نهايي .6

(بـا توزيـع     GARCH-LSTM) سه مـدل 10شماره (با توجه به نتايج بدست آمده در جدول 
اسـتيودنت) از   يافته و توزيع تي خطاي تعميم هاي (با توزيع EGARCH-LSTMخطا نرمال) ، 
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است. لذا در ايـن مرحلـه سـه مـدل      هاي بهينه معرفي شده نظر معيارهاي خطا، بعنوان مدل
موزش و ارزيابي برآورد و مقادير نوسان آتي بـراي بـازه زمـاني    هاي آ مذكور، براساس داده

داده انتهايي) استخراج شده و معيارهاي خطا براي اين بازه زمـاني محاسـبه    120بيني ( پيش
 LSTMسازي  مدل در فرآيند RMSEو  RMSPEمعيارهاي ) تغييرات 7شود. شكل شماره ( مي

بـودن   ارزيابي نسبت به بازه آمـوزش، بهينـه   دهد. كاهش معيارهاي خطا در بازه را نشان مي
  دهد.  فرآيند يادگيري و برآورد مدل را نشان مي

GARCH-LSTM  (توزيع نرمال)  

  
EGARCH-LSTM  استيودنت) (توزيع تي  

  
EGARCH-LSTM  (توزيع خطاي تعميم يافته)  

  
  هاي منتخب . تغييرات معيارهاي خطا براي مدل7شكل 

  تحقيق هاي : يافتهمنبع

ها براساس سه مدل منتخب كه در  بيني بخش انتهايي داده نتايج معيارهاي خطا براي پيش
بـا   EGARCH-LSTMدر هر سه معيار مـدل  دهد  ) گزارش شده، نشان مي12جدول شماره (
  استيودنت، برتري دارد.  توزيع خطاي تي
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  نهايي GARCH-LSTMتركيبي . نتايج سه مدل 12جدول 

MAE RMSE RMSPE مدل 

0.00260 0.00293 0.18376 GARCH ( (توزيع نرمال  - LSTM 
0.00256 0.00299 0.17387 EGARCH ( (توزيع خطاي تعميم يافته  - LSTM 

*0.00224  *0.00270  *0.15091  EGARCH ( استيودنت (توزيع تي  - LSTM 

  : محاسبات تحقيقمنبع

  بيني مدل نهايي براي بازه زماني مذكور را نشان مي دهد.  ) پيش8شكل شماره (

  
  استيودنت) (توزيع تي EGARCH-LSTMبيني مدل  . پيش8شكل 

  هاي تحقيق : يافتهمنبع
  
  گيري  نتيجه .7

هاي تركيبـي خـانواده    كوين با استفاده از مدل سازي نوسان روزانه بيت در اين پژوهش مدل
حافظه كوتاه مدت طولاني مورد بررسي قرار گرفت. بررسـي مجموعـه كـاملي از    گارچ و 

ها نشان داد طراحي يك مدل  ن هاي ذكر شده و تركيب آ حوزههاي منفرد در هر يك از  مدل
هـاي خـانواده    بيني نسبت به هر يك از مدل باعث بهبود نتايج پيش GARCH-LSTMتركيبي 

GARCH هاي تك متغيره  و مدلLSTM سـازي   شد.  با توجه به معرفي رويكرد مدل خواهد
  تركيبي  نتايج كلي اين پژوهش به صورت زير دسته بندي شده است.

توانــد  هــاي مختلــف خطــا مــي و توزيــع GARCHهــاي  اســتفاده از خــانوده مــدل ـ
،  RMSPEهاي مناسبي براي نوسان ارائه نمايد. در اين پژوهش از نظر معيار  بيني پيش
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 12استيودنت، بهترين عملكـرد را در ميـان    با توزيع خطاي تي EGARCH (1,1)مدل 
 . داشت GARCHمدل برآورد شد از خانواده 

هـا،   هـا و ويژگـي   تك متغيره، در صورت طراحي مناسب لايه LSTMمدل استفاده از  ـ
بيني نوسان و معيارهـاي خطـا برتـري     از نظر پيش GARCHهاي  نسبت به تمام مدل

 محسوس دارد.

ها، واحدهاي هر لايه و ...  مانند افزايش لايه LSTMزي سا هاي مدل يش پيچيدگيافزا ـ
بينـي مقـادير آتـي     لزوماً باعث بهبود عملكرد مدل از نظر معيارهـاي خطـا، در پـيش   

 سازي يادگيري ماشين بسيار بااهميت است.  نخواهد شد. لذا طراحي بهينه در مدل

متغيرهاي كمكي احتمالا باعث بهبـود نتـايج   متغير بعنوان هاي يك  استفاده از ويژگي ـ
شد، كه اين موضوع مي تواند  خواهد GARCHهاي  نسبت به مدل LSTMسازي  مدل

تر شـدن مـدل    پيچيدهبعلت اطلاعات اضافه در مدل باشد اما اين متغيرها كه موجب 
LSTM  مي شوند، همواره نتايج يك مدل سادهLSTM نخواهند داد.  را بهبود 

بعنـوان ورودي مـدل    GARCHهـاي   كـه از خروجـي   GARCH-LSTMتركيبـي  مدل  ـ
LSTM هـاي   كند، نه تنها نسبت به كليه مـدل  استفاده ميGARCH     بلكـه نسـبت بـه ،
هاي چندمتغيره بـا متغيرهـاي كمكـي     تك متغيره و حتي مدل ساده LSTMهاي  مدل

 د.بيني نوسان دار هاي اضافي، عملكرد بهتري در پيش ناشي از ويژگي

به صـورت جداگانـه و بعنـوان ورودي مـدل      GARCHهاي  مدلاستفاده از خروجي  ـ
LSTM ها در مـدل   چندمتغيره، نتايج بهتري نسبت به استفاده همزمان از اين خروجي
LSTM غيره دارد.چندمت 

اسـتيودنت بهتـرين    بـا توزيـع خطـاي تـي     EGARCH – LSTMمدل در اين پژوهش  ـ
 را نشان داد.  كوين قيمت بيت بيني نوسان عملكرد از نظر پيش

هاي انجام شده كه در متن پژوهش آورده شده، پنجره  در اين مطالعه براساس بررسي ـ
روز) براي محاسبه نوسان جـاري در نظـر گرفتـه شـده اسـت.       30زماني يك ماهه (

هاي زمـاني مختلـف اجـرا و نتـايج      سازي انجام شده در پنجره شود مدل پيشنهاد مي
 قرار گيرد.مورد مقايسه 
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هـاي   و همچنـين مـدل   MIDAS-LSTM، طراحي مـدل  در پايان بعنوان تحقيقات آتي ـ
GARCH-MIDAS-LSTM بينــي مقــادير آتــي  ت پــيشي بررســي و ارزيــابي دقــبــرا

  گردد.  مي  پيشنهاد
 

  1پيوست 

  TARCHو  GJR-GARCHهاي  مدل qو  pهاي  تعيين مرتبه
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