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 چكیده
پیش هدف  با  مطالعه  ذخایر خسارتاین  واقعبینی  گزارشهای  ولی  رشته،  نشدهشده  بیمهدر  مختلف  مدلهای  از  های ای، 

های اطلاعات تاریخ  ها شاملشده استفاده کرده است. دادههای سانسورشده و بریدهیادگیری ماشین پیشرفته و تحلیل داده

  سوزی و مسئولیتای مهم، شامل ثالث مالی، بدنه، ثالث جانی و حوادث راننده، آتشپنج رشته بیمه وقوع و گزارش حادثه در 

، (GAM)یافته  ، مدل افزایشی تعمیم(GLM)  یافته، مدل خطی تعمیم(MLR)شامل رگرسیون خطی چندگانه    ها روشبوده و  

در   1401تا    1400در دوره زمانی     (LSTM) دمدتبلنو  مدت  و حافظه کوتاه  (MLP)  ، شبکه عصبی(RF)جنگل تصادفی  

ها در مقاطع مختلف، بر حسب روزهای تعطیل، نوروز، روزهای شلوغ  با سانسور کردن و برش داده  .باشندمیشرکت بیمه ایران  

نتایج نشان    سازی شده است.ای مدل وع رشته بیمهها، براساس نهای اثرگذار دادههای رونق ساخت و ساز، ویژگیسال و دوره

طور خاص،  های خطی داشتند؛ بهعملکرد بسیار بهتری نسبت به مدلتاخیرها  بینی  در پیش RF و  LSTM هایداد که مدل

، 72/10و    83/9ترتیب  به  خطا با LSTM و مدل  02/11و    64/10به ترتیب    خطا  های بدنه و ثالث مالی بادر رشته RF مدل

ها توانمند بوده و نشان  ها در شناسایی الگوهای پیچیده موجود در داده. این مدلاندداشتهها  دقت بالاتری نسبت به سایر مدل

تری را در  توانند الگوهای پیچیدهها میها و نوع ترکیب دادهدادند که با توجه به تأثیرگذاری عواملی مانند تعطیلات، آخر هفته

طور چشمگیری قابلیت بهبود و جنگل تصادفی به   LSTMهای  این نتایج تأکید دارد که مدل  .ای شناسایی کنندهای بیمهداده

 .شوندبینی را دارا بوده و ابزار مناسبی برای ارزیابی ریسک و تخصیص بهینه ذخایر مالی در صنعت بیمه محسوب میدقت پیش

شبکه  ،  شبکه عصبی پرسپترون چندلایه،  جنگل تصادفی،  نشدهشده ولی گزارشواقعهای  ذخایر خسارت  های کلیدی: واژه

 مدت کوتاه طولانی حافظهبا عصبی 

 JEL : G22, C45, C53, G17طبقه بندی 
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 مقدمه   -1

های حیاتی در مدیریت ریسک و تضمین پایداری  یکی از جنبه،  1نشده شده ولی گزارش بینی خسارات واقع پیش 

شود که در طول دوره  اطلاق می  هاییتبه خسار ،  نشدهشده ولی گزارش واقع خسارات  .  های بیمه استشرکت مالی  

 نشدهشده ولی گزارش خسارات واقع  اند. اهمیت تخمیناما هنوز به شرکت بیمه گزارش نشده   ،اندنامه رخ داده بیمه

  ، این اهمیت(.  2،  2023،  2سوسا ها برای حفظ پایداری مالی و کنترل خطر نقدینگی الزامی است )در توانایی شرکت 

قابلبیمه  هایرشتهبخصوص در   تأخیر  است که  )ای  دارد  گزارش آن وجود  و  وقوع حادثه  بین  بالونا و  توجهی 

(. ارزیابی صحیح میزان پرداخت و جلوگیری از مصرف غیرضروری سرمایه نیز اهمیت زیادی  24،  2021،  3ریچمن

های مداوم از بابت کفایت مالی، اکچوئرها بیش از پیش با نیاز به  های مالی و نگرانینیاز به گزارش با افزایش    .دارد

های قطعی های متعددی شامل روش اند. روش ها و ذخایر خسارت مواجه شده های قابل اعتماد از هزینهارائه تخمین 

برای محاسبه   ،اندسازماندهی شده   4های توسعه خسارت ها که در مثلثهای تجمعی خسارت یا تصادفی براساس داده 

ای از خطوط  ها برای مدیریت ریسک ذخیره در طیف گسترده مانده وجود دارد. این روش های باقی ذخایر خسارت

توانند از مشکلاتی نظیر پارامتری کردن بیش از حد، خطر انتقال خطا، عدم استحکام  اند اما میوکار موفق بوده کسب

ارزیابی تفکیک  در  ناتوانی  واقع خسارت  هایو  گزارش های  ولی  خسارتشده  و  گزارش نشده  ولی های  شده 

ای که معمولا  های بیمههمچنین با توجه به نوع داده  .(974،  2024،  6آوانزی و همکاران )  رنج ببرند 5نشده تسویه

بینی مندی مناسب در تجزیه و تحلیل و پیشسیستم و روش دارای چولگی و پراکندگی بالایی هستند، وجود یک  

های اخیر در یادگیری  پیشرفت ای دارد.  های بیمهگیری در کاهش ریسک شرکتها، اهمیت بسیار چشماین داده

از جمله رگرسیون خطی و غیرخطی، جنگل    حافظهبا  شبکه عصبی    و  های عصبیهای تصادفی، شبکه ماشین، 

پیش ،  مدتکوتاه   طولانی بهبود  در  مهمی  بیمهداده  هایبینینقش  بخصوصهای  واقع  ای،  ولی خسارات  شده 

کرده  نشدهگزارش  تکنیکایفا  این  داده اند.  از  استفاده  با  روابط  ها  و  الگوها  بالا،  محاسباتی  قدرت  و  بزرگ  های 

داده پیچیده  را در  است توسط مدل های خسارات کشف میای  نادیکنند که ممکن  ده گرفته شوند  های سنتی 

 .(499،  2202،  7)فونگ، بادسکو، و لین 

در    شرفتهیپ  نیماش  یریادگی  یهاو استفاده از مدل   و برشسانسور    یهاکیمطالعه، با تکن  نیرو در ا  نیاز ا  

ا  ،یامهیخسارت ب  یهاداده    ی ریادگی  شرفتهیپ  یهااز مدل   کیکدام  که    شودیپرداخته م  یپرسش اساس  نیبه 

با  شبکه عصبی  و    هیچندلا  ونپرسپتر   ی شبکه عصب  ،یجنگل تصادف  ،یرخطیو غ  یخط  ونی شامل رگرس  ن،یماش

ولواقع   یهاخسارت  ترقیدق  ینیبشی، در پمدتکوتاه   طولانی  حافظه مختلف    یهانشده در رشتهگزارش   یشده 

 
1 Incurred But Not Reported (IBNR) 
2 Sousa 
3 Balona & Richman 
4 Loss Development Triangles 
5 Reported But Not Settled (RBNS) 
6 Avanzi & et al 
7 Fung, Badescu & Lin 
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سانسور شده و    یهاداده  ریو متغ  دهیچیپ  طیشرا  یها را برا مدل   نیا  توانیدارند و چگونه م  یعملکرد بهتر   یامهیب

 کرد؟  یساز نه یبه  شدهده یبر

این مطالعه، مبانی نظری و تحقیقات پیشین مرتبط با موضوع تحقیق بررسی شده و روش پژوهش و    در ادامه

ها  های ارزیابی عملکرد مدل روش همچنین    گیرد.های رگرسیونی و ماشین یادگیری مورد توجه قرار میسازیمدل

بینی خسارات  ها در پیشارائه شده است. بخش نتایج به مقایسه عملکرد مدل   هابینیو معیارهای سنجش دقت پیش

گیری  بخش پایانی، بحث و نتیجه   نهایت  ای اختصاص دارد. درهای مختلف بیمهنشده در رشته شده ولی گزارش واقع 

های  ها برای داده سازی مدل کلی این مطالعه به همراه پیشنهادات برای تحقیقات آینده و کاربردهای عملی در بهینه

 .شودو متغیر ارائه می   ای پیچیدهبیمه

 

 مبانی نظری و پیشینه مطالعات تجربی   -2

ویژه  های کلیدی در بسیاری از علوم، به بینی آینده از جمله نیازهای اساسی در زندگی روزمره و یکی از حوزه پیش 

بینی دقیق نقشی اساسی  (. در واقع، توانایی پیش 82،  1394،  پورزمانیرود )شمار میدر مسائل مالی و اقتصادی، به 

شده  بینیهای اقتصادی و مدیریتی دارد، زیرا اثربخشی هر تصمیم در نهایت به تحقق نتایج پیش گیریدر تصمیم

عنوان ابزاری برای  ویژه در صنعت بیمه، بهها و نهادها بهبینی برای بسیاری از سازمان بستگی دارد. از این رو، پیش

بازار بیمه که ذاتاً با مفهوم ریسک درآمیخته   .(973،  2024،  آوانزی و همکاران )ها ضروری است  مقابله با ریسک 

گران  ها بیمهبینیدارد. این پیش  نشدهشده اما گزارش های واقع بینی دقیق خسارت است، اهمیت خاصی برای پیش 

راهم آورده و ثبات مالی و مدیریت ریسک خود را  های آتی فسازد تا ذخایر کافی برای پوشش خسارت را قادر می

 .بهبود بخشند

-و بورنهاتر 1هایی مانند زنجیره نردبان نشده، مدل شده ولی گزارش خسارات واقع  بینیدر ادبیات سنتی پیش

می 2رگوسن ف مدل استفاده  این  که  داده شوند  ارائه  قبولی  قابل  نتایج  موارد  از  بسیاری  در  اگرچه  با  ها  اما  اند، 

ای استوارند که کنندهبینی بر فرضیات ساده ها برای ارائه نتایج پیش هایی نیز مواجه هستند. این مدل محدودیت 

های  ها اغلب قادر به استفاده از تمامی ویژگیشود. علاوه بر این، این روش ها میگاهی موجب کاهش دقت آن

ها ممکن  های فردی نیستند و در مواجهه با تغییرات ناگهانی یا نوسانات شدید در داده های خسارت موجود در داده 

ها را به دلیل  (، این مدل 2021است عملکرد مناسبی نداشته باشند. برخی از محققان، از جمله بالونا و ریچمن )

اند. با این حال، این  ازحد، خطر انتقال خطا و عدم استحکام، مورد انتقاد قرار داده مشکلات پارامتری کردن بیش

گیرند و در برخی موارد نیز همچنان  دلیل سادگی و قابلیت فهم بالا همچنان مورد استفاده قرار میها به  مدل 

ها، تحقیقات جدید رویکردهای  در مواجهه با این محدودیت   (.5،  2021)بالونا و ریچمن،    کارایی مناسبی دارند

سازی  شان در مدل یکی از رویکردهای نوین هستند که به دلیل توانایی  3پولااهای کاند. مدل نوینی را ارائه کرده

 
1 Chain Ladder     
2 Bornhuetter-Ferguson 
3 Copula Models 
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معتقدند که    ،(2022)  1فارکاس و لوپز اند.  های پیچیده میان متغیرها، توجه زیادی را به خود جلب کرده وابستگی 

ها را افزایش  بینیهای بین متغیرها را بهتر مدیریت کرده و دقت پیشتواند پیچیدگیپولا میاهای کاستفاده از مدل 

های بزرگ و پیچیده، این رویکرد نیز با  ها با داده دهد. با این حال، همچنان به دلیل عدم تطبیق کامل این مدل 

گیری خسارت بر  ویژه بر ذخیره تحقیقات اخیر به   .(1068،  2024،  فارکاس و لوپز)  هایی مواجه استمحدودیت 

این نیاز را به دلیل    ،(2016)  3( و بادسکو و همکاران 2014)  2های فردی تاکید دارند. آنتونیو و پلات اساس داده 

های یادگیری ماشینی،  های آماری سنتی بیان کردند و معتقد بودند که استفاده از تکنیکپذیری کم مدل انعطاف 

در پژوهش خود    ،(8201)  4پذیری بیشتری در برابر تغییرات دارند، ضروری است. در این راستا، ووتریش که انعطاف 

تر کرد، هرچند این  های فردی را بهینه خسارت  5سازی توان با استفاده از درخت رگرسیون ذخیره نشان داد که می

  .گیردهای خسارت را در نظر نمی های دیگری از داده ها توجه دارد و جنبهمدل نیز هنوز تنها به تعداد پرداخت 

همکاران  و  مثلث 2013)  6میراندا  که  دادند  نشان  نیز  خسارت(  توسعه  بیمه  7های  در  برای  که  غیرزندگی  های 

توانند به صورت یک چارچوب پیوسته در نظر گرفته شوند و به تخمین  شوند، می گیری خسارت استفاده می ذخیره 

های مختلف مثلث کمک کنند. این پژوهش به دو رویکرد تحقیقاتی منجر شد: رویکرد  ها در بخشتوزیع خسارت 

  8های لی، مامن، نیلسن و پارک های مختلفی نظیر مدل اول بر تخمین تابع چگالی زیربنایی تمرکز دارد که مدل 

( به منظور در نظر گرفتن اثرات فصلی،  2021)  9میراندا، نیلسن -( و همچنین مدل مامن، مارتینز2017،  2015)

-اند. رویکرد دوم، با تمرکز بر مسئله سانسور، توسط هیابو، مامن، مارتینز زمان عملیاتی و اثرات تقویمی توسعه یافته

های خود وارد کردند. نتایج این تحقیقات  ( مطرح شد که سانسور راست و چپ را در تحلیل2016)  10میراندا و نیلسن 

ها کمک  بینیطور موثری به بهبود پیش توانند بههای سانسور شده می دهد که در شرایط مختلف، تحلیلنشان می

های  های تصادفی، شبکه های پیشرفته یادگیری ماشین، شامل جنگل های اخیر، استفاده از تکنیک در سال   .کنند

توجه بیشتری   نشده شده ولی گزارش خسارات واقع  بینیمدت، در پیش کوتاه  طولانی  حافظهبا  عصبی و شبکه عصبی  

های بزرگ و قدرت محاسباتی بالا قادر به کشف الگوهای  ها با استفاده از داده به خود جلب کرده است. این تکنیک

نادیده بگیرند )فونگ،  های خسارت هستند که مدل پیچیده و روابط غیرخطی در داده  های سنتی ممکن است 

ها به صورت  های یادگیری ماشین، به دلیل توانایی خود در کاهش ابعاد دادهدل (. م498،  2021بادسکو و لین،  

ها را شناسایی کنند. برای نمونه،  روند و قادرند ساختارهای زیرین داده های ابعادی فراتر می محور، از پیچیدگی داده 

طور مستقیم تخمین  تواند عوامل توسعه را بهخور می ( نشان داد که استفاده از شبکه عصبی پیش2018وتُرش )

 
1 Farkas & Lopez 
2 Antonio & Plat 
3 Badescu & et al 
4 Wuthrich 
5 Reservoir Regression Tree 
6 Miranda & et al 
7 Loss Development Triangles 
8 Lee, Mammen, Nielsen & Park, 
9 Mammen, Martínez-Miranda, Nielsen 
10 Hiabu, Mammen, Martínez-Miranda  & Nielsen, 



 5 /... ریذخا یداده ها ینیبشیپ یبرا ین یماش یریادگی یا  سهیمقا کردیرو کیو همکاران /  ی ور سلطان احمد لهیاکبر پ 

 اقتصاد مالی ه ـفصلنام 
 1404پائیز /  72پیاپی /  19 ۀدور

وانگاس، بادسکو و  - کالسترو  .های توسعه خسارت را برطرف کندبزند و مشکلات ناشی از ورودهای صفر در مثلث

بینی استفاده کردند و از مدل ریسک متناسب کاکس بهره بردند.  ( از تابع ریسک تخمینی برای پیش 2023)  1لین

گیری استاندارد  های ذخیره بینی شدند که با مدلها با استفاده از این مدل موفق به ایجاد یک چارچوب پیش آن

دهی معکوس احتمال  خصوص به دلیل استفاده از وزن قابل مقایسه است. این چارچوب نیز از نظر برخی محققان به 

مختلف    هایرشتههای جدید در  این پیشرفت   .و تبدیل تابع ریسک به عوامل توسعه مورد توجه قرار گرفته است

سوزی و بیمه عمر کاربردهای فراوانی دارند. در  بیمه، از جمله بیمه مسئولیت شخص ثالث، بیمه خودرو، بیمه آتش 

های متناسب برای افزایش  ای وجود دارند که نیاز به مدل های خاص داده ها و ویژگی، چالش هارشتههر کدام از این  

خسارات   دهی و تسویه خسارات، برآورد دقیقهای موجود در فرآیند گزارش نی دارند. با توجه به چالش بیدقت پیش

گزارش واقع  ولی  تکنیک  نشدهشده  از  استفاده  است  نیازمند  دقیق  قضاوت  و  پیچیده  اکچوئری  و  آماری  های 

   .(5،  2023،  2آندرسون )

روش  بررسی  به  متعددی  خارجی  و  داخلی  پرداخته مطالعات  خسارت  ذخایر  برآورد  برای  مختلف  اند.  های 

ای و رگرسیون لگاریتم خطی را مقایسه کرده و نشان دادند که روش  روش نردبان زنجیره  ،(1385تا )جانفشان و بی

فرگسن را برای بهبود دقت برآورد ذخایر  -( روش بورن هاتر1394دوم دقت بیشتری دارد. شهریار و همکاران )

های معوق در  مدلبندی وابستگی تقویمی بین خسارتدریافتند که  ( نیز  1402)  شکوری و همکارانمعرفی کردند.  

های معوق نسبت  تر ذخایر مربوط به خسارتبینی دقیقهای تأخیر با استفاده از توزیع چندمتغیره به پیشمثلث

در مطالعات خارجی،    .شودهای معوق منجر میقویمی در مدل میانگین توزیع خسارتبه استفاده از عامل اثر سال ت

بینی را بهبود بخشد.  تواند عملکرد پیش های مختلف می ( نشان دادند که ترکیب مدل 2024)  آوانزی و همکاران

ها را افزایش دادند.  بینی( با استفاده از تحلیل بقای مبتنی بر یادگیری ماشین دقت پیش2024)  3هیابو و همکاران 

شده  خسارات واقع  بینی ذخایر های یکنواخت به بهبود دقت پیش ( با استفاده از اسپلاین 2024)  4چانگ و همکاران 

( نشان داد که تفاوت قابل توجهی بین تخمین ذخایر با استفاده از  2023)  5پرداختند. مائیت  نشده ولی گزارش 

 .های مختلف محاسبه فاکتور توسعه وجود ندارد روش 

پیش  بر  با تمرکز  واقع تحقیق حاضر  اما گزارش بینی خسارات  بیمهدر رشته  نشدهشده  با  های مختلف  و  ای 

های جزئی، از چندین روش پیشرفته یادگیری ماشین از جمله رگرسیون خطی، جنگل تصادفی،  استفاده از داده 

ها پرداخته، بلکه تأثیر  تر از داده تر و جزئی تنها به تحلیل دقیقگیرد. این رویکرد نه بهره می  LSTM شبکه عصبی و

وساز را نیز در نظر  عواملی مانند روزهای پرترافیک مسافرت، تعطیلات، فصول سرد، مناطق خشک و فصول ساخت 

بهمی در  تحقیق  این  نوآوری  مدل گیرد.  دادهکارگیری  تحلیل  برای  پیشرفته  آنهای  ترکیب  و  جزئی  با  های  ها 

 
1 Calcetero-Vanegas, Badescu & Lin 
2 Andersson 
3 Hiabu & et al 
4 Chang 
5 Maait 
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های پراکنده و مقیاس بزرگ  های سانسور و برش داده های زمانی )مانند روزهای خاص( و همچنین اعمال روش داده 

 .کندها ایجاد میبینیاست که بهبود چشمگیری در دقت و کارایی پیش

 

 روش پژوهش   -3

پیش در  مؤثر  عوامل  شناسایی  هدف  با  و  بوده  کاربردی  نوع  از  پژوهش  واقع خسارت بینی  این  اما  های  شده 

ها انجام شده است. همچنین، با توجه  بینی دقیق آنهای هوشمند برای پیش گیری از الگوریتمو بهره   نشدهگزارش 

پژوهی، از روش تحلیل  شود. در راستای اجرای آینده پژوهی نیز محسوب می به هدف آن، این پژوهش یک نوع آینده

 نشدهشده ولی گزارش خسارات واقع  بینیساختاری برای شناسایی و ارزیابی متغیرهای مؤثر و تأثیرگذار در پیش

دهی، روز  در مرحله نخست، متغیرهای اصلی از جمله تاریخ حادثه، تاریخ گزارش، تأخیر در گزارش   .استفاده شد

تی شناسایی و  های شلوغ مسافرهفته، روز ماه، ماه، هفته سال، سال، تعطیلات نوروز، تعطیلات تابستانی و دوره 

های شلوغ مسافرتی به طور خاص برای  استخراج شدند. در این میان، تعطیلات نوروز، تعطیلات تابستانی و دوره 

های  توانند بر شدت و فراوانی خسارت ها میهای ثالث مالی، ثالث جانی و بدنه اهمیت ویژه دارند، زیرا این دوره رشته

عنوان عوامل  وساز به ها تأثیر مستقیم داشته باشند. همچنین، فصول سرد، مناطق خشک و فصول ساخت این بیمه

بینی توانند در تحلیل و پیشسوزی و مسئولیت شناسایی شدند و میهای آتشمهم در خسارات مربوط به رشته

هایی ها، ویژگی خطی و بهبود دقت مدل منظور کاهش همدر مرحله دوم، به  .تر این خسارات تأثیرگذار باشنددقیق

ها  منظور جلوگیری از کاهش دقت مدل شده نیز بههای گمکه همبستگی بالایی با یکدیگر داشتند حذف شدند. داده 

ها با دقت  پردازش داده ها، مراحل پیش های سانسور شده و برش داده دلیل وجود داده حذف گردیدند. در ادامه، به 

هایی اشاره دارند که به دلیل ثبت ناقص یا عدم دسترسی کامل،  های سانسور شده به داده بیشتری انجام شد. داده 

های تحلیل بقای تخصصی ها، از روش اند. در این پژوهش، برای مدیریت این دادهبرخی اطلاعات را از دست داده 

های زمانی خاص  ها، این پژوهش به تحلیل دورهدر خصوص برش داده   .های ناقص استفاده شدجهت برآورد داده 

های ثالث مالی، ثالث جانی  های پرتردد مسافرتی برای رشته ها و دوره له تعطیلات نوروز، تابستان، آخر هفتهاز جم

وساز  های فصلی و جغرافیایی خاص همچون فصول سرد، مناطق خشک و فصول ساخت و بدنه و همچنین دوره

تر الگوهای خسارت  سوزی و مسئولیت پرداخته است. این برش زمانی و مکانی به تحلیل دقیقهای آتش برای رشته

در مرحله   .ها را فراهم کرده است ها و شرایط خاص کمک کرده و امکان شناسایی روندهای خاص در دادهدر دوره

نشده، شامل روز هفته، روز ماه، ماه، هفته  شده ولی گزارش خسارات واقع  بینیسوم، متغیرهای کلیدی مؤثر در پیش 

های شلوغ مسافرتی برای بیمه ثالث  چون تعطیلات نوروز، تعطیلات تابستانی و دورهسال، سال و عوامل خاصی  

سوزی و مسئولیت،  وساز برای بیمه آتش مالی، جانی و بدنه و همچنین فصول سرد، مناطق خشک و فصول ساخت 

به عنوان ورودی مدل به ماشین  یادگیری  از تکنیک های  استفاده  با  این متغیرها  یادگیری  کار گرفته شدند.  های 

پس از تعیین    .کنندها کمک میتر و پایدارتر ذخایر خسارت بینی دقیقهای پیشرفته، به پیشماشین و الگوریتم

های یادگیری ماشین برای ارزیابی مدل پژوهش به کار گرفته نهایی عوامل مؤثر در مرحله تحلیل ساختاری، مدل 

های بیمه در ایران  مربوط به شرکت های وقوع و اعلام حادثه  ریختا  شدند. جامعه آماری این پژوهش شامل اطلاعات
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در شرکت بیمه ایران    1401تا    1400های  های تاریخ وقوع و اعلام حادثه بین سال و نمونه آماری شامل داده   است

رشته در  بیمهو  مختلف  بیمه  های  راننده،  حوادث  و  جانی  ثالث  بیمه  بدنه،  بیمه  مالی،  ثالث  بیمه  همچون  ای 

صورت کامل و بدون  های اطلاعاتی شرکت بیمه ایران به ها از سیستمسوزی و بیمه مسئولیت است. این داده آتش 

   .دهندای پوشش می های مختلف بیمههای جامعی را در این رشتهاند و ویژگیفیلترسازی اولیه استخراج شده 

، مدل  2یافته، مدل خطی تعمیم1در این پژوهش، شش مدل یادگیری ماشین شامل رگرسیون خطی چندگانه

 6مدت بلندو شبکه عصبی حافظه کوتاه  5شبکه عصبی پرسپترون چندلایه،  4، جنگل تصادفی3یافتهافزودنی تعمیم

از این مدلدهی خسارتبینی تأخیر گزارش کار گرفته شدند تا دقت پیشبه ابتدا با  ها ارزیابی شود. هر یک  ها 

ها به دو مجموعه آموزش  های آزمایشی ارزیابی شدند. داده آموزش دیده و سپس با استفاده از داده های آموزشی  داده 

ها، از معیار  برای مقایسه عملکرد مدل . اند تا عملکرد مدل مورد ارزیابی قرار گیرد( تقسیم شده%20( و تست )80%)

بینی تأخیر  ها در پیش استفاده شد تا دقت و قابلیت مدل  (R²) و ضریب تعیین (RMSE) ریشه میانگین مربعات خطا

گرددگزارش  مشخص  استخراج ویژگی  .دهی  داده های  از  در  شده  تأخیر  گزارش،  تاریخ  حادثه،  تاریخ  شامل  ها 

های شلوغ مسافرتی دهی، روز هفته، روز ماه، ماه، هفته سال، سال، تعطیلات نوروز، تعطیلات تابستانی و دوره گزارش 

دهی خسارات و بهبود دقت  تر تأثیر عوامل مختلف بر تأخیر گزارش ها با هدف تحلیل دقیقژگی اند. این ویبوده 

خطی بین متغیرهای دارای همبستگی ها، همسازی داده بینی به کار گرفته شدند. در فرآیند آماده های پیش مدل 

فرضیه همچنین    .ها حذف گردیدندشده نیز برای جلوگیری از کاهش دقت مدل های گمبالا حذف شده و داده 

مدت  حافظه کوتاه  و  هایی مانند شبکه عصبی های یادگیری ماشین، به ویژه مدل اصلی این پژوهش چنین است: مدل 

  نشده شده اما گزارش بینی خسارات واقع های سنتی در پیشدقت بالاتری نسبت به مدل   ،جنگل تصادفیمدل  و   بلند

 .بیمه ایران دارند  شرکتدر  

ای از هوش مصنوعی است، به بررسی فرضیه تحقیق در این تحقیق با استفاده از ماشین یادگیری که شاخه

های هوشمند با توانایی شاخه ای از علوم رایانه است که هدف اصلی آن تولید ماشین  7هوش مصنوعی ایم.  پرداخته

یند  آدر این فر  .انجام وظایف هوش انسانی است. که درحقیقت نوعی شبیه سازی هوش انسانی برای کامپیوتر است

در واقع ماشین به گونه ای برنامه نویسی شده که همانند انسان فکر کند و توانایی تقلید از رفتار انسان را داشته  

کنند و  ای همانند ذهن انسان عمل میهایی اطلاق شود که بگونهباشد . این تعریف می تواند به تمامی ماشین

  یادگیری ماشینی،(. 386، 1403ر، فرشادفیی و ایک) ه باشندتوانند کارهایی مانند حل مسئله و یادگیری داشتمی

های مختلف، به تدریج عملکرد خود بر روی یک مسئله خاص  ای از هوش مصنوعی است که با ابداع الگوریتمشاخه 

 
1 Multiple Linear Regression (MLR) 
2 Generalized Linear Model (GLM) 
3 Generalized Additive Model (GAM) 
4 Random Forest 
5 Multi-Layer Perceptron (MLP) neural network 
6 Long Short-Term Memory (LSTM) neural network 
7 Artificial Intelligence 
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بهبود می بر  را  تغییرات کوچک،  و کندوکاو  الگوها  یافتن  برای  ماشینی  یادگیری  مقای  هپایبخشد.  و    سه بررسی 

 (. 219،  1402و همکاران،    نژاد  یادیص)  های عظیم داده استوار استهایی از مقادیر کوچک تا حجمداده

 یافته ، مدل خطی تعمیم(MLR)  شامل رگرسیون خطی چندگانه  1شش مدل یادگیری ماشین در این تحقیق،  

(GLM)یافته، مدل افزودنی تعمیم  (GAM)جنگل تصادفی ،  (Random Forest)شبکه عصبی پرسپترون چندلایه ، 

(MLP)  مدت بلندو شبکه عصبی حافظه کوتاه (LSTM)  مورد استفاده قرار گرفته است که در ادامه به بررسی

 شناسی آنها خواهیم پرداخت. روش
 

   (MLR)مدل رگرسیون خطی چندگانه   -1- 3

دهد تا رابطه خطی رگرسیون خطی چندگانه به ما اجازه می   به روش  ایسازی تأخیر در گزارش ادعاهای بیمهمدل 

های پرتردد( و متغیر وابسته )تأخیر در گزارش ادعا(  بین متغیرهای مستقل )مانند روز هفته، ماه، تعطیلات و دوره 

تعریف    (1معادله )مدل رگرسیون خطی چندگانه به صورت  (.  459،  2020،  2)اسمیت و دو   سازی کنیمرا مدل 

 :شودمی

Delayi = β0 + β1 DayOfWeeki  +β2 DayOfMonthi  + β3 Monthi   +β4WeekOfYeari  + β5Yeari   

+β6IsWeekendi  + β7IsNowruzi   +β8IsSummeri  + β9IsBusyTraveli  +β10WeekdayMonthi   + 

β11MonthYeari  + ϵi      (1                                                                                                                             )              

 

،  DayOfWeeki  ،DayOfMonthi  ،Monthi  ،WeekOfYeari.  است i تأخیر در گزارش برای نمونه :Delayi  که در آن

Yeari،  هستند   شده از تاریخ وقوع حادثهاستخراج  های زمانیویژگی  .IsWeekendi  ،دهنده تعطیلات آخر  نشان

است است،  IsNowruzi.  هفته  نوروز  تعطیلات  استنشان ،  IsSummeri.  متغیر  تابستانی  تعطیلات  .  دهنده 

IsBusyTravel
i
WeekdayMonthاست.   های پرترددترکیبی از تعطیلات و دوره،   

i
ویژگی ترکیبی از روز هفته و ،  

 باشد. می  خطای تصادفی مدل:  ϵiو    ویژگی ترکیبی از ماه و سال،  MonthYeari؛  ماه

و ضریب   (RMSE) برای ارزیابی دقت مدل رگرسیون خطی چندگانه، از معیارهای جذر میانگین مربعات خطا

R2) تعیین
 :استفاده شده است شود،( مشاهده می 3( و )2که در معادلات )  (

RMSE  =√∑ (Del̂ayi − Delayi)
2n

i=1 (2                                                                                                             )  

 

 است.   iبینی شده تأخیر برای نمونه  مقدار پیش :  Del̂ayiو  ها در مجموعه آزمایشی  تعداد نمونه  ،n  که در آن

 ایم:استفاده کرده   3نیز از معادله  محاسبه ضریب تعیین  برای  

R2
= 

∑ (Del̂ayi−Delayi)
2n

i=1

∑ (Dela̅yi−Delayi)
2n

i=1

  - 1 

  (3                                                                                                                             )            

 
1 Machine Learning 
2 Smith & Doe 
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 (.184،  2009،  1)هستی و همکاران   میانگین تأخیرها در کل مجموعه داده است  Dela̅yiکه در آن 

 

  (GLM) یافتهمدل خطی تعمیم  - 2- 3

برای مدل  (GLM) یافتهمدل خطی تعمیم متغیرهای  و رگرسیون چندگانه هر دو  و  وابسته  متغیر  رابطه  سازی 

پذیرد،  های اساسی دارند. رگرسیون چندگانه تنها توزیع نرمال متغیر وابسته را می روند، اما تفاوت مستقل به کار می

های  ای را دارد و آن را برای داده مانند پواسون و دوجملههای مختلف  امکان استفاده از توزیع GLM در حالی که

با استفاده از توابع پیوند، روابط غیرخطی را   GLM  .(45،  2012،  2سازد )مونتگومری و همکاران متنوع مناسب می

،  3کند )دابسون و بارنت کند، در حالی که رگرسیون چندگانه تنها از روابط خطی استفاده می سازی می نیز مدل 

انعطاف   .(95،  2018 با داده به دلیل  باینری و شمارشی،پذیری و توانایی کار  های  برای تحلیل داده    GLMهای 

،  1972،  4تر از رگرسیون چندگانه است )نلدر و ودر برنپیچیده کاربرد بیشتری دارد، هرچند محاسبات آن پیچیده

های متنوع و  برای داده  GLM های پیوسته و نرمال مناسب است، امابنابراین، رگرسیون چندگانه برای داده   .(130

 .(185،  2009روابط غیرخطی گزینه بهتری است )هستی و همکاران،  

 

 مدل جنگل تصادفی    -3-3

دهد تا روابط پیچیده و غیرخطی بین  مدل جنگل تصادفی یک روش یادگیری ماشین است که به ما امکان می 

های پرتردد( و متغیر وابسته )تأخیر در گزارش ادعا( را  متغیرهای مستقل )مانند روز هفته، ماه، تعطیلات و دوره 

گیری تصادفی از  گیری و استفاده از نمونه سازی کنیم. این روش با ترکیب تعداد زیادی از درختان تصمیممدل 

،  1397،  غلامیان و داوودیدهد )بینی را افزایش داده و واریانس خطا را کاهش میها، دقت پیشها و ویژگیداده 

گیری تشکیل شده  ای از درختان تصمیممدل جنگل تصادفی از مجموعه   .(587،  2009هستی و همکاران،    و  305

شود. سپس  ها آموزش داده می ای از ویژگیها و زیرمجموعه است. هر درخت با استفاده از یک نمونه تصادفی از داده 

شود. فرمول نهایی مدل به صورت  های هر درخت محاسبه میبینیگیری از پیش بینی نهایی مدل با میانگین پیش 

 :شودبیان می   (4معادله )

𝑦 =  𝑇𝑗(𝑥) ∑  𝑛
𝑗=1

1

𝑛
 (4                                                                                                                         )  

 

پیش y که در آن وابسته؛،  متغیر  برای  برآورد مدل  یا  نهایی  و    ،n  بینی  تعداد درختان در مدل جنگل تصادفی 

𝑇𝑗(𝑥)  ، بینی درخت  پیشj    برای نمونهx   است. 

 
1 Hastie et al 
2 Montgomery et al 
3 Dobson & Barnett 
4 Nelder & Wedderburn 
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این مدل، داده را به طور خلاصه به تصویر می  ، ساختار مدل جنگل تصادفی1  نمودار های آموزشی  کشد. در 

شوند. سپس هر زیرمجموعه برای ایجاد یک  تقسیم می �TD تا   �TD صورت تصادفی به چندین زیرمجموعه به

بینی مستقل صورت یک پیششود. نتایج هر درخت بهگیری مجزا )درخت رگرسیون( استفاده میدرخت تصمیم

بینی نهایی مدل ایجاد گردد. این  شود تا پیشآید و در نهایت، میانگین تمامی نتایج محاسبه میبه دست می

 .بینی را افزایش داده و اثر نوسانات را کاهش دهددهد تا دقت پیش فرآیند به مدل اجازه می 
 

 
 (Random Forest)  ساختار مدل جنگل تصادفینمودار  -1نمودار 

 2001، بریمنمنبع: 

 

1یافته مدل افزایشی تعمیم  -3-4
  

سازی رابطه بین یک متغیر وابسته و چند  پذیر برای مدل یک روش انعطاف  (GAM) یافتهمدل افزایشی تعمیم

سازی  تواند روابط غیرخطی پیچیده را بدون نیاز به تعریف دقیق تابع پیوند خطی مدل میمتغیر مستقل است که  

کند تا تأثیر متغیرهای مستقل به صورت افزایشی و به  این امکان را فراهم می،  یافتهمدل افزایشی تعمیم کند.

 (. 1،  1990،  2)هستی و تیبشیرانی  سازی شودپذیر از این متغیرها مدل صورت توابعی انعطاف 

 است:    (5معادله )به صورت   یافتهمدل افزایشی تعمیم مدل

Delayi = β0 + 𝑓1(DayOfWeeki) + f2 (DayOfMonthi)  + f3 (Monthi)  +f4(WeekOfYeari)  + 

f5(Yeari)  + f6(IsWeekendi) + f7(IsNowruzi) +f8(IsSummeri) + f9(IsBusyTraveli)  
+f10(WeekdayMonthi)   + f11(MonthYeari)  + 

ϵi (5)                                                                                                                                                        

 
1 Generalized Additive Model - GAM 
2 Hastie & Tibshirani 
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سازی  پذیر تأثیر هر متغیر مستقل بر تأخیر گزارش را مدل توابع افزایشی هستند که به طور انعطاف  ،𝑓𝑖 که در آن

طور جداگانه به عنوان یک تابع غیرخطی از هر متغیر مستقل  تواند بهمی 𝑓𝑖، هر تابع افزایشی  GAMدر  .کنندمی

 .(123،  2017،  1)وود سازی شود.  بهینه
 

 2( MLPشبكه عصبی چند لایه پرسپترون )  - 3-5

 انتشار استفاده شده است. شبکه عصبیبا الگوریتم یادگیری پس  در این تحقیق، از شبکه عصبی چندلایه پرسپترون

سازی  هایی با توابع فعال های عصبی بیولوژیکی، شامل گره شبیه به سیستم پردازش شبکه   ،چندلایه پرسپترون

های مختلف قرار دارند. این شبکه شامل یک لایه ورودی، یک یا چند لایه پنهان، و یک لایه است که در لایه 

اولین    .کندخروجی است که هر گره خروجی لایه قبلی را با ضرایب وزنی پردازش کرده و به لایه بعدی منتقل می 

ها در هر لایه، انتخاب توابع  های پنهان، تعداد نرون مرحله در این روش تعیین معماری شبکه شامل تعداد لایه

های آموزش و تست است. در مرحله دوم، طراحی الگوریتم صورت  ها، و تعیین داده سازی داده ل سازی، نرما فعال 

انتشار خطا  شود، و الگوریتم پس شده انجام می های عصبی، یادگیری معمولاً به صورت نظارت گیرد. در شبکه می

بینی را کاهش  شود. این الگوریتم خطاهای پیش های چندلایه استفاده می ترین روش در آموزش شبکهعنوان رایج به

 (.213،  1394ها بهبود یابد )شهبازی و پیله ور ،  بینیدهد تا دقت پیش داده و به شبکه آموزش می 

 بصورت خلاصه شده توضیح داده شده است.شبکه عصبی چندلایه  ، ساختار و یادگیری روش  2در نمودار شماره  

 

 
 پیشخور و یادگیری آن شبكه عصبی استاندارد  -2نمودار  

 1394 ،شهبازی و پیله ورمنبع: 

 

 
1 Wood 
2Multi-Layer Perceptron 
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 ( LSTM) مدت کوتاه  طولانی حافظه با شبكه عصبی  -3-6

ابتدا در سال  ،  مدتکوتاه  طولانی  حافظهبا  شبکه عصبی   پیشنهاد شد.    1997یک مدل شبکه عصبی است که 

که برای پردازش سلولی آینده استفاده  توانند اطلاعاتی را ذخیره کنند  ویژگی کلیدی این مدل این است که می

ی زمانی فعلی حالت کوتاه مدت: خروجی را در مرحله .  1:  دارای دو بردار کلیدی استاین شبکه  ی  شود. حافظه

  اند را در حین عبور از شبکهحالت بلند مدت: مواردی را که برای طولانی مدت در نظر گرفته شده.  2.  کندحفظ می

 (.297،  1402ی و همکاران،  بابانژاد باقر)  کندخواند و یا فراموش میکند، می ذخیره می

انتشار برای  ها برای پردازش سری این شبکه  الگوریتم پس  از  های زمانی با تأخیرهای نامشخص مناسب بوده و 

نشان    3  نموداردر    LSTMاز نوع    مدتکوتاه  طولانی  حافظهبا  شبکه عصبی  ساختار    .کنندآموزش مدل استفاده می 

 . داده شده است

 :مدت، سه دروازه وجود داردکوتاه  طولانی  حافظهبا  در یک شبکه عصبی  

دهد که از کدام مقدار ورودی باید برای بهبود حافظه استفاده شود. تابع  تشخیص می:  دروازه ورودی (1

به مقادیر عبور کرده، بر   tanh عبور دهد. تابع  1  و  0گیرد که کدام مقادیر را از  تصمیم می سیگموئید 

   .دهدمی  1تا     -1اساس اهمیت آنها، وزنی در بازه  

𝑖𝑡  = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)

𝐶̃𝑡  = tanh (𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)
   

(6                     )                                                                                            

 

دهد چه جزئیاتی را باید از بلوک دور انداخت. این موضوع توسط تابع  تشخیص می   :دروازه فراموشی (2

کند نگاه می  t(X (و ورودی محتوا h)t-1 (شود. تابع سیگموئید، به حالت قبلیگیری میسیگموئید تصمیم

)این را نگه دارید( به    1)این را حذف کنید( و    0، عددی بین   tC-1و برای هر عدد در وضعیت سلول

 .عنوان خروجی برمی گرداند 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)     (7          )                                                          
 

تابع  .  شودگیری در مورد خروجی استفاده میاز ورودی و حافظه بلوک برای تصمیم:  دروازه خروجی (3

به مقادیر عبور کرده، بر   tanh عبور دهد. تابع  1  و  0گیرد که کدام مقادیر را از  سیگموئید تصمیم می

 .شوددهد و با خروجی تابع سیگموئید ضرب میمی  1تا    -1اساس اهمیت آنها، وزنی در بازه  

 
𝑜𝑡  = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)

ℎ𝑡  = 𝑜𝑡 ∗ tanh (𝐶𝑡)
 

(8) 
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 با گیت فراموشی LSTMساختار  -3 نمودار

 2016  ،1و همکاران  گودفلومنبع: 

 

سازد )هستی و  های زمانی مؤثر میسری های پیچیده و  سازی داده را برای مدل  LSTM هایاین ساختار، شبکه 

 .(84،  2017تیبشیرانی،  

 

 یافته ها  -4

 هاتوصیف داده  -4-1

ای شامل  ای در پنج رشته مختلف بیمههای بیمهدهی خسارت در این بخش، نتایج توصیفی برای تأخیر در گزارش 

های  شاخص   ،1سوزی، جانی، شخص ثالث مالی و مسئولیت بررسی شده است. جدول  بیمه بدنه اتومبیل، آتش 

ای  ها، میانگین، میانه، انحراف معیار، کمترین و بیشترین تأخیر را برای هر رشته بیمهمهمی همچون تعداد داده 

 .دهدنشان می 

 

 
1 Goodfellow & et al 
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 شرکت بیمه ایرانای های مختلف بیمهرشتهتأخیر در آمار توصیفی برای  -1 جدول

 تأخیر بیشترین  تأخیرکمترین  انحراف معیار  تأخیرمیانه  تأخیر میانگین  هاتعداد داده  ای رشته بیمه

 365 1 3/14 23 7/78 156550 بیمه بدنه اتوموبیل

 365 20 54/41 38 4/64 14766 سوزی بیمه آتش

 677 16 1/75 64 8/107 153880 بیمه جانی 

 677 1 5/30 543 3/47 539457 بیمه شخص ثالث مالی 

 365 4 9/46 60 2/93 1114 بیمه مسئولیت 

 های پژوهشگر منبع: یافته

 

  539457عنوان مثال، بیمه شخص ثالث مالی با  ها در هر رشته متفاوت است؛ به ، تعداد داده 1  با توجه به جدول 

مقابل،  تر این نوع بیمه باشد. در  تواند به دلیل پوشش گسترده مشاهده، بیشترین فراوانی داده را داراست که این امر می 

تحلیل میانگین    .های خاص این بیمه مرتبط باشد تواند به محدودیت مشاهده دارد که می   1114بیمه مسئولیت تنها  

هایی مانند بیمه جانی و  هاست. میانگین تأخیر در رشته توجه میان رشته های قابل دهنده تفاوت و میانه تأخیرها نشان 

ها، میانه تأخیر  دهی، بیشتر است. در تمامی رشته ها و پیچیدگی در گزارش سوزی به دلیل ماهیت خسارت بیمه آتش 

بررسی انحراف معیار به    .باشد دهنده توزیع غیرمتقارن و پراکندگی بالا در تأخیرها می کمتر از میانگین است که نشان 

بالا، پراکندگی    سوزی و بیمه مسئولیت با انحراف معیارهای عنوان شاخص پراکندگی، حاکی از آن است که بیمه آتش 

دهی در این  دهنده نوسانات زیاد در تأخیر گزارش تواند نشان دهی دارند. این موضوع می بیشتری در تأخیرهای گزارش 

های شخص ثالث مالی و جانی با بیشترین  دهد که بیمه در نهایت، بررسی بیشترین تأخیرها نشان می  .ها باشد رشته 

ها باشد. این  ها در این رشته دهی و تایید خسارت تواند ناشی از پیچیدگی در گزارش رو هستند که می تأخیرها روبه 

تأخیرها در رشته  از  الگوهای گزارش تواند به شرکت های مختلف می تحلیل توصیفی  دهی،  های بیمه در شناسایی 

   .ها و بهبود فرآیندهای مدیریتی کمک کند ریزی بهتر برای جبران خسارت برنامه 

نمودارهای  این  مورد بررسی قرار گرفته است.    ایدهی بیمه در پنج رشته بیمه، تأخیر در گزارش 4  در نمودار

های شخص ثالث مالی و شخص  دهند. برای بیمهدهی در طول زمان را نشان میسری زمانی توزیع تأخیر گزارش 

تواند  شود که می دهی در بازه زمانی دیده می ثالث جانی و حوادث راننده، کاهش چشمگیری در تأخیرهای گزارش 

سوزی و بدنه، روند تأخیر به  های آتش دهی را نشان دهد. در بیمهبهبود فرآیندهای ثبت خسارت و سرعت گزارش 

های  دهند که بیشتر تأخیرها در محدوده نشان می   نمودارهای هیستوگرام و چگالی  .شودصورت نوسانی مشاهده می

تأخیرهای بالاتر نیز وجود دارد. این تأخیرهای بالا به خصوص در بیمه بدنه و بیمه  برخی  پایین قرار دارند، اما  

در    .ها باشدها یا شرایط خاص در پردازش این نوع بیمهتواند ناشی از پیچیدگیشود که میسوزی مشاهده می آتش 

های تأخیر هستند. در بیمه بدنه  در داده  ها و نقاط دورافتادهدهنده میانه، چارک پلات نشان نمودارهای باکس نهایت  

های دورافتاده وجود دارد که بیانگر تأخیرهای غیرمعمول و بیشتر از حد  سوزی، تعداد زیادی دادهو بیمه آتش

به طور کلی،    .های ثبت و پردازش خسارات در این دو رشته باشدتواند به علت پیچیدگینرمال است. این امر می 
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های پایین قرار دارند، اما  ها در محدودهدهنده آن است که بیشتر تأخیرها در تمامی رشتهنتایج این نمودارها نشان

شود.  سوزی، توزیع تأخیرهای بالاتر و نقاط دورافتاده بیشتر مشاهده می هایی مانند بیمه بدنه و بیمه آتش در رشته

توانند به شناسایی نقاط ضعف در فرآیندهای ثبت و رسیدگی به خسارت کمک کنند و بهبود این  ها میاین یافته

 .های پرریسک را هدف قرار دهندفرآیندها در رشته

 

 
 ای های مختلف بیمهدهی خسارت در رشتهتحلیل توزیع و سری زمانی تأخیر گزارش -4نمودار 

 های پژوهشگر منبع: یافته

 

 نتایج  -4-2

تر و با استانداردهای  های زمانی ساده های شمسی به میلادی تبدیل شدند تا تحلیلدر این پژوهش، ابتدا تاریخ

خوان شوند. سپس، رکوردهای نامعتبر که تاریخ وقوع حادثه آنها پس از تاریخ گزارش بود، حذف  المللی همبین

 پلاتباکسنمودارهای 

بیمه  

ثالث 

 مالی

 بیمه بدنه 

بیمه  

 مسولیت

بیمه آتش  

بیمه ثالث  

جانی و 

 حوادث راننده

 نمودارهای سری زمانی هیستوگرام و کرنلنمودارهای 
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های خارج از این  روز نگه داشته شدند و داده   90تا    1شدند. برای تمرکز بر تأخیرهای منطقی، تنها تأخیرهای  

های تعطیلات نوروزی و  هایی نظیر روز هفته، ماه، و نشانه محدوده حذف گردیدند. از تاریخ وقوع حادثه ویژگی

های گمشده نیز حذف و مجموعه به دو بخش  تابستانی استخراج شد تا الگوهای زمانی بهتر شناسایی شوند. داده 

( )(  ٪80آموزشی  آزمایشی  مدل (  ٪20و  تا  شد  مراحل  تقسیم  این  شوند.  ارزیابی  سپس  و  دیده  آموزش  ها 

 .کنندسازی را تضمین میپردازش، دقت و انسجام نتایج مدل پیش 

دهند. در های مختلف در رشته شخص ثالث مالی را نشان می های مدل بینینتایج برآورد و پیش   ،5  نمودار

واقعی به نمایش  ها، مقادیر پیش بینی مدل نمودار مقایسه پیش  با مقادیر  بینی شده توسط هر مدل در مقایسه 

اند، اما در برخی نقاط از  های مختلف تقریباً الگوهای مشابهی را دنبال کرده شود که مدل اند. مشاهده می درآمده 

در بعضی از  (RF) و جنگل تصادفی (LSTM  به ویژه)   های عصبیها، شبکهمقدار واقعی فاصله دارند. از میان مدل 

هایی از مقدار واقعی دارند که  ها نیز انحراف ها تطابق بهتری با مقدار واقعی دارند. اما در نقاطی، این مدل بخش 

های تأخیر  در هیستوگرام و تابع چگالی احتمالی تأخیر، توزیع داده   .ها استده عدم قطعیت یا نویز در دادهدهننشان 

های تأخیر پایین متمرکز هستند، و تنها  ها در محدوده نمایش داده شده است. بر اساس این نمودارها، اکثر داده 

تواند ناشی از وقوع برخی حوادث نادر با  تعداد کمی از مشاهدات دارای تأخیرهای بالا هستند. این موضوع می

باشد که می بر دقت پیش تواند مدل تأخیرهای زیاد  تاثیر قرار دهد و  اثر بگذاردبینیها را تحت  نمودارهای  .  ها 

بینی شده هر مدل با مقادیر واقعی بینی شده نیز تطابق مقادیر پیشپراکندگی تأخیر واقعی در مقابل تأخیر پیش 

هایی که نقاط پراکندگی کمتری اطراف خط قطری دارند، دقت بالاتری دارند. به عنوان  دهند. مدل می   را نشان

ها تطابق بهتری دارند، هرچند  رسد که نسبت به سایر مدل به نظر می  (RF) و جنگل تصادفی LSTM مثال، مدل

نیز تطابق معقولی دارند، اما   GAM های رگرسیون خطی وهای بالا هستند. مدل هنوز برخی نقاط دارای انحراف 

بینی تأخیر  های مختلف در پیشبه طور کلی، مدل  .شودها مشاهده میهای آنبینیهای بیشتری در پیش انحراف 

در   (RF) و جنگل تصادفی   LSTM تر مانندهای پیچیده در رشته شخص ثالث مالی عملکرد متفاوتی دارند. مدل 

 اند. الاتری از خود نشان داده تر، دقت بهای ساده مقایسه با مدل 

دهنده این است که  ها اثر بگذارد، و نشان تواند بر دقت مدل ها و نادر بودن تأخیرهای بالا می مچنین، توزیع داده ه

 .ها نیاز داشته باشندهای آموزش و ارزیابی ممکن است به تنظیمات بیشتری برای کاهش اثر این انحراف داده 
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 1های مختلف در رشته شخص ثالث مالی های مدلبینینتایج برآورد و پیش -5نمودار

 های پژوهشگر منبع: یافته

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 2بدنه های مختلف در رشته های مدلبینینتایج برآورد و پیش -6نمودار

 های پژوهشگر منبع: یافته

 
مقايسه تأخير واقعی و    cنمودار نمودار هيستوگرام و تابع چگالی احتمال تأخير و   bنمودار بينی تأخير، های مختلف پيشمقايسه روش  aنمودار   ۱۱

 های مختلف است.شده توسط مدل بينيپيش
مقايسه تأخير واقعی و    cنمودار نمودار هيستوگرام و تابع چگالی احتمال تأخير و   bنمودار بينی تأخير، های مختلف پيشمقايسه روش  aنمودار   ۲

 های مختلف است.شده توسط مدل بينيپيش
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دهد. در نمودار مقایسه  های مختلف در رشته بدنه اتومبیل را نشان میهای مدل بینینتایج برآورد و پیش   ،  6  نمودار

ها در مقایسه با مقادیر واقعی الگوهای  بینی شده توسط مدل شود که مقادیر پیش بینی، مشاهده می های پیش روش 

 MLP های عصبیو شبکه  (RF) دهند. نمودارها بیانگر این موضوع هستند که جنگل تصادفیمختلفی را نشان می

تطابق بهتری با مقادیر واقعی  GLM تر همچون رگرسیون خطی چندگانه وهای سادهدر مقایسه با مدل  LSTM و

شود که ممکن است به دلیل وجود  بینی شده مشاهده میهایی نیز در برخی از نقاط پیش دارند. با این حال، انحراف 

بینی هر مدل را در برابر تأخیر  نمودارهای پراکندگی که پیش  .ها باشدی در برخی از داده نویز یا عدم دقت کاف

کشند. نقاطی که به خط قطری  دهند، عملکرد هر مدل در برآورد دقیق تأخیر را به تصویر میواقعی نمایش می 

و جنگل تصادفی،   LSTM هایباشند. به عنوان مثال، در مدل بینی میدهنده دقت بالاتر پیش تر هستند نشاننزدیک 

دهنده تطابق بهتر است.  شود که نشانتر به خط قطری مشاهده می تر و نزدیکپراکندگی نقاط به صورت فشرده

ساده مدل  چندگانههای  خطی  رگرسیون  همچون  انحراف  GLM و (MLR) تر  با  بیشتری  دارند نقاط  بالا    .های 

و تابع چگالی احتمالی تأ بیانگر توزیع داده همچنین، هیستوگرام  این رشته است. طبق این  خیر  های تأخیر در 

شود. این نکته های پایین تأخیر متمرکز هستند، و تأخیرهای بالا به ندرت مشاهده می ها در بازه نمودارها، اکثر داده 

شوند، زیرا تعداد این نقاط در  بینی تأخیرهای بالا دچار چالش میها در پیش تواند دلیلی باشد بر اینکه مدل می

و جنگل تصادفی عملکرد بهتری در   LSTM تر مانندهای پیچیده به طور کلی، مدل .های آموزشی کمتر است داده 

دهند. اما همچنان به دلیل وجود  تر دقت بالاتری از خود نشان میهای ساده بینی تأخیر دارند و نسبت به مدل پیش 

ها در تمامی نقاط یکسان نبوده و برای بهبود  دهند، عملکرد مدل رخ میهای با تأخیر بالا که به ندرت نویز و داده 

 .ها استفاده کردسازی داده های بیشتری برای پردازش و بهینه توان از روش ها میبینیپیش 

گذارند.  سوزی را با استفاده از شش مدل مختلف به نمایش می بینی تأخیر در رشته آتش نتایج پیش   ،7  نمودار

بینی های مختلف در پیشدهد که مدل بینی پرداخته است، نشان میهای پیش که به مقایسه روش  (a)نمودار  

نسبت   LSTM و  MLP های مبتنی بر شبکه عصبیدهند. جنگل تصادفی و مدل تأخیر مقادیر متفاوتی را نشان می 

های واقعی دارند، اما همچنان مقداری  ، تطابق بهتری با داده GLM  تر مانند رگرسیون خطی وهای ساده به مدل 

ها  ها و چالش مدل دهنده پیچیدگی دادههای واقعی وجود دارد. این اختلاف در برخی از نقاط نشان انحراف از داده 

بینی نمودارهای پراکندگی در ردیف دوم، رابطه بین تأخیر واقعی و پیش  .ها استیات دادهدر تطبیق با تمامی جزئ

طور کلی،  بینی است. بهدهند. نزدیکی نقاط به خط قطری نمایانگر دقت بهتر پیشنشان میشده برای هر مدل را  

دهنده توانایی های شبکه عصبی و جنگل تصادفی در این نمودارها تطابق بهتری با خط قطری دارند و نشان مدل 

پراکندگی  GLM و  MLR تر مانند های ساده سوزی هستند. مدل های آتش تر تأخیر در داده بینی دقیقها در پیشآن

هیستوگرام و   .تر در برآورد دقیق تأخیر استدهنده عملکرد ضعیفبیشتری در اطراف خط قطری دارند، که نشان

های  های تأخیر در این رشته هستند. بیشتر تأخیرها در بازهدهنده توزیع دادهنمودار چگالی احتمالی تأخیر نیز نشان

بینی تر هستند. این موضوع بیانگر این است که پیشها دارای تأخیرهای طولانیمی از دادهکوتاه قرار دارند و تعداد ک

مدل  برای  است  ممکن  بالاتر  چالش تأخیرهای  باشد ها  مدل   .برانگیزتر  مجموع،  پیچیده در  جنگل  های  مانند  تر 
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اند و به عنوان ابزارهای  سوزی داشته بینی تأخیر حوادث آتش های عصبی عملکرد بهتری در پیش تصادفی و شبکه 

 .تر قابل اعتمادتر هستندبینی دقیقپیش 

 
 1  سوزیهای مختلف در رشته آتشهای مدلبینینتایج برآورد و پیش -7نمودار

 های پژوهشگر منبع: یافته

 
 2 حوادث راننده های مختلف در رشته ثالث جانیهای مدلبینینتایج برآورد و پیش -8نمودار 

 های پژوهشگر منبع: یافته

 
مقايسه تأخير واقعی و    cنمودار نمودار هيستوگرام و تابع چگالی احتمال تأخير و   bنمودار بينی تأخير، های مختلف پيشمقايسه روش  aنمودار   ۱

 های مختلف است.شده توسط مدل بينيپيش
مقايسه تأخير واقعی و    cنمودار نمودار هيستوگرام و تابع چگالی احتمال تأخير و   bنمودار بينی تأخير، های مختلف پيشمقايسه روش  aنمودار   ۲

 های مختلف است.شده توسط مدل بينيپيش
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را با استفاده از چند مدل مختلف به نمایش    و حوادث راننده  بینی تأخیر در رشته ثالث جانینتایج پیش   ،8  نمودار

تر مانند جنگل تصادفی و  های پیچیده شود که مدل بینی، مشاهده میهای پیش گذارند. در نمودار مقایسه روش می

 GLM و MLR تر مانندهای خطی ساده های واقعی عملکرد بهتری دارند. مدل های عصبی در تطبیق با داده شبکه 

های واقعی از خود نشان  های غیرخطی دقت کمتری دارند و پراکندگی بیشتری نسبت به دادهدر مقایسه با مدل 

ها منحرف  تر از الگوی دقیق داده های ساده ویژه در نقاط دارای تأخیر بالا مشهود است که مدل دهند. این امر به می

کند. نقاط پراکنده در اطراف  کمک میها  برای هر مدل نیز به درک بهتر عملکرد آن  نمودارهای پراکندگی  .شوندمی

های عصبی و جنگل تصادفی،  های غیرخطی مانند شبکه ها، به ویژه مدل دهد که برخی مدل خط قطری نشان می 

بینی نیز بهبودهایی در پیش GAM اند. مدلتر عمل کردهتر تأخیر در بیمه ثالث جانی موفق بینی دقیقدر پیش

های شبکه عصبی و جنگل تصادفی دهد، اما همچنان از نظر دقت از مدل های خطی از خود نشان مینسبت به مدل 

های تأخیر نمایش داده شده  در نمودارهای هیستوگرام و چگالی احتمال تأخیر، الگوی توزیع داده   .تر استعقب 

ی است که برخی تأخیرهای  ا گونههای کوتاه قرار دارند، اما در این رشته، توزیع بههای تأخیر در بازهاست. بیشتر داده 

بینی تأخیرهای بالاتر دچار چالش بیشتری  ها در پیشدهد که مدل خورند. این نشان می تر نیز به چشم میطولانی

های  در مجموع، مدل   .شودها مشاهده می تر که پراکندگی بیشتری در نتایج آنهای ساده ویژه مدل شوند، به می

و شبکهپیچیده  تصادفی  مانند جنگل  پیشتر  در  بهتری  عملکرد  دارند و  های عصبی  حوادث جانی  تأخیر  بینی 

 .توانند به عنوان ابزارهای مؤثر در تحلیل تأخیرهای بیمه ثالث جانی مورد استفاده قرار گیرندمی

 
 1های مختلف در رشته مسئولیت های مدلبینینتایج برآورد و پیش -9نمودار 

 های پژوهشگر منبع: یافته

 
مقايسه تأخير واقعی و    cنمودار نمودار هيستوگرام و تابع چگالی احتمال تأخير و   bنمودار بينی تأخير، های مختلف پيشمقايسه روش  aنمودار   ۱

 های مختلف است.شده توسط مدل بينيپيش
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بینی تأخیر در رشته بیمه مسئولیت هستند. در نمودار  های مختلف در پیش دهنده عملکرد مدل نشان   نیز  9  نمودار

ها نوسانات شدیدتری دارند که شود که تأخیرهای واقعی در برخی نمونهبینی، مشاهده میهای پیش مقایسه روش 

های عصبی در  های جنگل تصادفی و شبکهها هستند. مدل های مختلف به درجات مختلف قادر به برآورد آنمدل 

های واقعی عملکرد بهتری دارند و به دلیل پیچیدگی بیشتر قادر به شناسایی سازی دقت در مقایسه با داده بهینه

تری همراه  با دقت پایین  GLM و  MLR تر نظیر های ساده ها هستند. در مقابل، مدل در داده   خطیالگوهای غیر 

برای هر مدل نیز به وضوح   نمودارهای پراکندگی  .دهندبیشتری با مقادیر واقعی نشان می   هایهستند و تفاوت 

های خطی قابلیت  های عصبی و جنگل تصادفی نسبت به مدل های غیرخطی مانند شبکهدهند که مدل نشان می

های واقعی دارند. با این حال، برخی از نقاط دارای تأخیر بالا، به ویژه در  آوردن تطابق با دادهدستبیشتری در به

مانند مدل  خطی  می GLM  و MLR های  منحرف  واقعی  الگوهای  از  می ،  نشان  را  کمتری  دقت  و    .دهندشوند 

های  های تأخیر در بازهدهند که بیشتر دادهنمودارهای هیستوگرام و تابع چگالی احتمال توزیع تأخیرها را نشان می

شوند.  تر نیز مشاهده میای است که در برخی موارد، تأخیرهای طولانیبه گونهها  کوتاه قرار دارند، ولی توزیع داده 

ها باید قادر به مدیریت این نوسانات غیرعادی باشند و این  دهنده آن است که مدل این ویژگی توزیع تأخیرها نشان 

های  های غیرخطی مانند جنگل تصادفی و شبکهدر مجموع، مدل   .های غیرخطی اهمیت داردامر به ویژه برای مدل 

توانند به عنوان ابزارهای مؤثری برای  بینی تأخیرها در بیمه مسئولیت دارند و میعصبی عملکرد بهتری در پیش 

 .بینی در این حوزه به کار روندبهبود دقت پیش 

 .دهدنشان می ،  R² و RMSE ها، همراه با مقادیرهای مختلف را به تفکیک رشتهمدل   ایمقایسه  نتایجنیز،    2جدول  

 
 ایهای بیمههای مختلف براساس رشتهدر مدلR² و RMSE بررسی  -2جدول  

 RMSE 2R روش  رشته

 

 ثالث مالی 

 22/20 14525/0 (MLR) رگرسیون خطی چندگانه

 545/18 14882/0 (GLM) یافتهمدل خطی تعمیم

 07/14 33274/0 (GAM) یافتهمدل افزایشی تعمیم

 02/11 6858/0 (RF) جنگل تصادفی

 125/12 5513/0 (MLP) شبکه عصبی پرسپترون چندلایه

 072/10 7133/0 (LSTM) مدت بلندشبکه عصبی حافظه کوتاه

 بدنه 

 37/40 05/0 (MLR) رگرسیون خطی چندگانه

 64/10 54/0 (RF) جنگل تصادفی

 46/38 05/0 (GLM) یافتهمدل خطی تعمیم

 55/26 12/0 (GAM) یافتهتعمیممدل افزایشی 

 87/9 64/0 (MLP) شبکه عصبی پرسپترون چندلایه

 83/9 64/0 (LSTM) مدت بلندشبکه عصبی حافظه کوتاه

 53/66 02/0 (MLR) رگرسیون خطی چندگانه
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ای،  دهی خسارات بیمهبینی تأخیر گزارش های مختلف یادگیری ماشین در پیشمقایسه عملکرد مدل   2  جدول

ای  های مختلف بیمههای مرتبط با رشته بینش ارزشمندی در خصوص قابلیت و کارایی هر مدل در تحلیل داده 

از مدل ارائه می  استفاده  اهمیت  بیانگر  این جدول  نتایج  با داده دهد.  برای مواجهه  های  های پیچیده و پیشرفته 

با ویژگی بیمه با   (RF) های غیرخطی و ساختارهای پیچیده است. در رشته ثالث مالی، مدل جنگل تصادفیای 

ها ظاهر  عنوان یکی از برترین مدل توانسته است به  0/ 6858برابر با   R² و ضریب تعیین  02/11برابر با   RMSE مقدار 

الگوهای غیرخطی در داده  گیری ازشود. این مدل با بهره  بینی را به حداقل  ها، خطاهای پیش توانایی شناسایی 

 مدت بلندهای واقعی داشته است. علاوه بر آن، شبکه عصبی حافظه کوتاهرسانده و تطابق بسیار خوبی با داده 

(LSTM) با RMSE   و  072/10برابر با R²   بهترین عملکرد را در این رشته داشته و نشان داده  7133/0برابر با ،

گیری از معماری  ای در شناسایی روابط زمانی و پیچیده دارد. این مدل، به دلیل بهرهالعاده است که توانایی فوق

ها ارائه داده است. از  های سری زمانی، عملکردی فراتر از سایر مدل مبتنی بر حافظه و توانایی در پردازش داده 

، به دلیل (GLM)  یافتهو مدل خطی تعمیم   (MLR) خطی چندگانه  های خطی نظیر رگرسیونسوی دیگر، مدل 

 .اندها نشان داده بینیمحدودیت در شناسایی روابط پیچیده، دقت بسیار پایینی داشته و خطای زیادی در پیش 

 RMSE 2R روش  رشته

ثالث جانی و  

 حوادث راننده 

 30/27 13/0 (RF) جنگل تصادفی

 81/31 15/0 (GLM) یافتهمدل خطی تعمیم

 33/21 22/0 (GAM) یافتهمدل افزایشی تعمیم

 15/17 47/0 (MLP) شبکه عصبی پرسپترون چندلایه

 76/22 38/0 (LSTM) مدت بلندشبکه عصبی حافظه کوتاه

 

 آتش سوزی 

 34/77 02/0 (MLR) رگرسیون خطی چندگانه

 26/19 48/0 (RF) جنگل تصادفی

 51/31 20/0 (GLM) یافتهمدل خطی تعمیم

 92/25 31/0 (GAM) یافتهمدل افزایشی تعمیم

 15/15 55/0 (MLP) شبکه عصبی پرسپترون چندلایه

 62/13 53/0 (LSTM) مدت بلندشبکه عصبی حافظه کوتاه

 ولیتئمس

 10/88 01/0 (MLR) رگرسیون خطی چندگانه

 48/18 51/0 (RF) جنگل تصادفی

 45/39 22/0 (GLM) یافتهتعمیممدل خطی 

 64/55 03/0 (GAM) یافتهمدل افزایشی تعمیم

 84/18 63/0 (MLP) شبکه عصبی پرسپترون چندلایه

 04/23 38/0 (LSTM) مدت بلندشبکه عصبی حافظه کوتاه
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با   LSTM و (MLP) های شبکه عصبی پرسپترون چندلایهشود. مدل در رشته بدنه نیز الگوی مشابهی مشاهده می

ها ارائه دهند.  بینیتوانستند دقت بالایی در پیش  64/0برابر با   R² و مقادیر  83/9و    87/9برابر با   RMSE مقادیر

های مرتبط با بیمه بدنه را دارند  این دو مدل نشان دادند که قابلیت شناسایی الگوهای پیچیده و غیرخطی در داده

به و می  دادهتوانند  ابزارهای کارآمد در تحلیل  باعنوان  نیز  استفاده شوند. مدل جنگل تصادفی  این حوزه   های 

RMSE  و  64/10برابر با R²   های  قبول از خود نشان داد، اما همچنان نسبت به شبکه ، عملکردی قابل 54/0برابر با

های خطی در این رشته نیز، همانند رشته ثالث مالی، عملکرد ضعیفی داشتند و نتایج تر بود. مدل بی ضعیفعص

های بیمه بدنه، به دلیل ماهیت پیچیده و  دهد که داده ها ارائه دادند. این نتایج نشان می بینیتری در پیش ضعیف

 MLP در رشته ثالث جانی و حوادث راننده، شبکه عصبی  .تر هستندهای پیچیدهتنوع بالا، نیازمند استفاده از مدل 

گیری از ساختار  بهترین عملکرد را داشت. این مدل توانست با بهره   47/0برابر با   R² و   15/17برابر با   RMSE با

 نیز با  LSTM های دقیقی ارائه دهد. مدلبینیخوبی تحلیل کند و پیشهای این رشته را بهغیرخطی خود، داده 

RMSE  و  76/22رابر با  ب R²   مدل  قبولی داشت، اما همچنان ازعملکرد قابل   38/0برابر با MLP  تر بود. جنگل  ضعیف

 ، باMLR  ویژههای خطی، به عملکردی نسبتاً مناسب ارائه دهد. مدل   30/27برابر با   RMSE تصادفی نیز توانست با

RMSE   و   53/66برابر با R²   های این رشته بودند. این  دهنده ضعف عمده خود در تحلیل داده، نشان 02/0برابر با

تر برای دستیابی به دقت  های پیشرفتهنیازمند استفاده از مدل های این حوزه نیز  کنند که دادهنتایج تأکید می

 و مدل  55/0برابر با   R² و  15/15برابر با   RMSE با MLP سوزی، شبکه عصبیدر رشته آتش  .مطلوب هستند

LSTM با RMSE   و  62/13برابر با R²   بهترین نتایج را ارائه دادند. این دو مدل با دقت بالا و خطای    53/0برابر با

بینی های پیچیده و متغیر این رشته، توانایی شناسایی الگوهای پنهان و پیش کم، نشان دادند که در مواجهه با داده 

، توانست  48/0برابر با   R² و  26/19برابر با   RMSE دقیق را دارند. جنگل تصادفی نیز عملکرد مناسبی داشت و با

طور که  ، همانGLM  و MLR های خطی مانندته شود. مدل های کارآمد در این رشته شناخعنوان یکی از مدل به

در رشته مسئولیت، شبکه    .های پیچیده رقابت کنندرفت، عملکرد ضعیفی ارائه دادند و نتوانستند با مدل انتظار می 

بهترین عملکرد را ارائه داد. این مدل با توانایی در شناسایی   63/0برابر با   R² و  84/18برابر با   RMSE با  MLP عصبی

های این رشته عنوان ابزار کارآمدی در تحلیل داده بینی را به حداقل رسانده و به الگوهای غیرخطی، خطای پیش 

بخشی داشت و نشان  عملکرد رضایت   0/ 51برابر با   R² و  48/18برابر با     RMSE ظاهر شد. جنگل تصادفی نیز با

،  0/ 38برابر با   R² و  04/23برابر با   RMSE نیز با  LSTM بینی تأخیرها مؤثر باشد. مدلتواند در پیشداد که می

های  های خطی بود. مدل های پیچیده داشت، اما همچنان بهتر از مدلتر از سایر مدل اگرچه عملکردی ضعیف

 .ها، عملکرد نامناسبی از خود نشان دادندخطی در این رشته نیز، مشابه سایر رشته

تر مانند  های پیچیده های مبتنی بر شبکه عصبی و مدل دهد که مدلنشان میطور کلی، نتایج این جدول  به

بینی تأخیرها  جنگل تصادفی، به دلیل توانایی بالا در شناسایی روابط غیرخطی و پیچیده، عملکرد بهتری در پیش

طور چشمگیری کاهش دهند و  بینی را بهها توانستند خطای پیش ای داشتند. این مدل های مختلف بیمه در رشته

های خطی به دلیل محدودیت در تحلیل پیچیدگی تر و مؤثرتر کمک کنند. در مقابل، مدل گیری دقیقبه تصمیم

کند که  های پیچیده مؤثر باشند. این نتایج تأکید میاندازه مدل تری ارائه دادند و نتوانستند به ها، نتایج ضعیفداده 
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دهد، بلکه ابزار قدرتمندی  ها را افزایش می بینیهای یادگیری ماشین پیشرفته، نه تنها دقت پیش استفاده از مدل 

ریزی  آورد و راه را برای بهبود فرآیندهای مدیریتی و برنامه های پیچیده در صنعت بیمه فراهم میبرای تحلیل داده

 .سازدهموار می 
 

 گیری و پیشنهادها نتیجه -5

ای  نشده در پنج رشته بیمهشده اما گزارش دهی خسارات واقع گزارش بینی تأخیر در  این پژوهش با هدف پیش 

پردازش  های پیش ها با استفاده از روش سوزی، ثالث مالی، ثالث جانی و مسئولیت انجام شد. داده شامل بدنه، آتش 

های  استاندارد تحلیل شدند که این فرآیند شامل حذف رکوردهای نامعتبر، تمرکز بر تأخیرهای منطقی، حذف داده 

دهی،  هایی نظیر تاریخ حادثه، تأخیر در گزارش ها به استاندارد میلادی بود. همچنین، ویژگی شده و تبدیل تاریخگم

بینی بهبود یابد. در این مطالعه، شش مدل  های خاص زمانی استخراج شد تا دقت پیشتعطیلات رسمی و دوره

خطی مدل  چندگانه،  خطی  رگرسیون  شامل  ماشین  تعمیمتعمیم  یادگیری  افزایشی  مدل  جنگل  یافته،  یافته، 

ها  کار گرفته شدند و عملکرد آنمدت بلند بهتصادفی، شبکه عصبی پرسپترون چندلایه و شبکه عصبی حافظه کوتاه 

های آموزشی و آزمایشی ارزیابی شد. معیارهای ریشه میانگین مربعات خطا و ضریب تعیین برای  با استفاده از داده 

 .کار رفتها بهمقایسه دقت مدل 

بینی و جنگل تصادفی عملکرد بهتری در پیش  LSTM تر مانند های پیچیدهنتایج پژوهش نشان داد که مدل 

 تأخیرها داشتند. در رشته ثالث مالی، جنگل تصادفی با شناسایی روابط غیرخطی میان متغیرها و شبکه عصبی 

LSTM  های خطی در این رشته، به  ها ارائه دادند. مدل بینیسازی روابط زمانی، دقت بالایی در پیشبا توانایی مدل

   MLP های عصبیدلیل محدودیت در شناسایی الگوهای پیچیده، نتایج قابل قبولی نداشتند. در رشته بدنه، شبکه 

داده  LSTM و پیچیدگی  پنهان و تحلیل  الگوهای  با شناسایی  ارائه دهند. جنگل  توانستند  را  بالاترین دقت  ها، 

در رشته   .های خطی در این رشته نیز ضعف قابل توجهی نشان دادنداسب داشت، اما مدل تصادفی نیز عملکردی من

خوبی بهترین عملکرد را ارائه داد و توانست روابط غیرخطی را به MLP ثالث جانی و حوادث راننده، شبکه عصبی

ها را  ، توانست روابط زمانی موجود در داده MLP  نیز با وجود دقت کمتر نسبت به   LSTM شناسایی کند. مدل

مدلمدل  رشته،  این  در  کند.  بهسازی  نتوانستند  دادههای خطی  پیچیدگی  با  رشته خوبی  در  شوند.  سازگار  ها 

های دقیقی ارائه  بینیبه دلیل توانایی در شناسایی الگوهای پیچیده، پیش  LSTM و MLP های سوزی، مدل آتش 

های خطی، مطابق انتظار، نتایج ضعیفی که مدل ت، درحالیبخشی داشدادند و جنگل تصادفی نیز عملکرد رضایت

بینی را به  ترین مدل بود و توانست خطاهای پیش دقیق  MLP در رشته مسئولیت نیز، شبکه عصبی  .ارائه کردند

های خطی بار دیگر عملکرد ضعیفی نشان  که مدل حداقل برساند. جنگل تصادفی نیز نتایج خوبی ارائه کرد، درحالی 

این پژوهش نشان داد که مدل دادند. به  های عصبی و جنگل تصادفی در  تر مانند شبکه های پیچیده طور کلی، 

ای عملکرد بهتری از خود نشان دادند که این برتری به دلایل متعددی  دهی خسارات بیمهبینی تأخیر گزارش پیش 

طوری که طی میان متغیرها هستند، به ای معمولاً دارای روابط پیچیده و غیرخ های بیمه قابل توضیح است. داده 

نامه و  دهی ممکن است تحت تأثیر ترکیبی از عوامل مانند تاریخ حادثه، شدت خسارت، نوع بیمهتأخیر در گزارش 
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سازی نیستند، و  صورت ساده و خطی قابل مدل های خاص زمانی نظیر تعطیلات رسمی باشد. این روابط بهدوره 

الگوهای  های پیشرفتهاینجا است که مدل  ای مانند شبکه عصبی و جنگل تصادفی با توانایی خود در شناسایی 

به دلیل معماری خاص خود، قادر   مدت بلندشبکه عصبی حافظه کوتاه   .کنندپنهان و غیرخطی، برتری پیدا می 

های  ها را شناسایی کند، که این ویژگی در تحلیل دادهمدت و الگوهای متوالی در دادهاست روابط زمانی طولانی 

بیمه زمانی  گزارش سری  تأخیرهای  مانند  یا  ای  فصلی  تغییرات  درک  توانایی  مدل  این  است.  مهم  بسیار  دهی 

کنند. جنگل تصادفی نیز با استفاده  ای نقش بسزایی ایفا میهای بیمهدارد که در داده های زمانی پیچیده را  وابستگی 

طور مؤثر تعاملات میان متغیرها را کشف کرده و تأثیر متغیرهای  تواند به های تصمیم، میای از درخت از مجموعه 

های  شود که جنگل تصادفی حتی در حضور دادهبینی مشخص کند. این ویژگی باعث می مختلف را بر نتایج پیش 

 .پرت یا نویز نیز عملکرد پایداری داشته باشد

های  های چندبعدی و بزرگ است. داده ها در تحلیل دادهها، توانایی آنیکی دیگر از دلایل برتری این مدل 

های خطی گذاران هستند. مدل ای معمولاً شامل تعداد زیادی ویژگی مرتبط با زمان، نوع خسارت و رفتار بیمهبیمه

بینی پایینی دارند. در مقابل،  ها، دقت پیشهای پیچیده میان این ویژگیبه دلیل محدودیت در شناسایی همبستگی

تر  های متعدد و ساختارهای غیرخطی، قادر به تحلیل عمیقبا استفاده از لایه MLP و  LSTM های عصبی مانند شبکه 

های چندین درخت تصمیم،  بینیها و شناسایی روابط چندبعدی هستند. جنگل تصادفی نیز با ترکیب پیشداده 

تر  های پیچیده علاوه بر این، مدل   .تری ارائه دهدر متغیرهای مختلف را بهتر در نظر گرفته و نتایج بهینهتواند تأثیمی

طور خاص با استفاده  های نویزی و مقادیر پرت دارند. جنگل تصادفی بهپذیری بیشتری در مواجهه با داده انعطاف 

های پایدار و دقیقی ارائه دهد.  بینیهای غیرعادی را کاهش دهد و پیشتواند اثر داده های ترکیبی میاز الگوریتم 

ها، قادر به کاهش تأثیر نویز و تقویت  گیری از فرآیند یادگیری تدریجی و تنظیم وزنهای عصبی نیز با بهره شبکه 

پرت    های ناقص یادهد تا در شرایطی که دادهها امکان می ها به این مدل ها هستند. این ویژگیروابط اصلی در داده 

قابل عملکرد  همچنان  دارند،  باشندوجود  داشته  مدل   .اعتمادی  پیشرفتههمچنین،  الگوریتمهای  از  های  تر 

ای را بهتر یاد بگیرند.  دهد روابط پیچیده و چندلایهها اجازه می کنند که به آنسازی قدرتمندتری استفاده می بهینه

تر  های پیچیده سازی کنند، مدل مدل توانند روابط مستقیم میان متغیرها را  های خطی تنها میدر حالی که مدل

ای  های بیمهقادر به شناسایی الگوهای غیرمستقیم و تعاملات پیچیده میان متغیرها هستند. این توانایی برای داده 

به وابستگی که  است طور معمول شامل  بسیار مهم  پیچیده هستند،  نهایت، مدل   .های  پیچیده در  مانندهای   تر 

LSTM ها با شناسایی الگوهای  های جدید و ناشناخته را دارند. این مدل دهی به دادهو جنگل تصادفی توانایی تعمیم

های  های آزمایشی ارائه دهند. در مقابل، مدل های دقیقی برای داده بینیتوانند پیشهای آموزشی، می کلی در داده

های جدید را تحلیل کنند.  خوبی داده هتوانند ب های آموزشی هستند و نمی خطی معمولاً بیش از حد وابسته به داده

دهی خسارات  بینی تأخیرهای گزارش تر باعث شده است که در پیش های پیچیده فرد مدل های منحصربه این ویژگی

ها را افزایش داده،  بینیتنها دقت پیش های خطی داشته باشند. این برتری نهای، عملکرد بهتری نسبت به مدل بیمه

 .کندهای مدیریتی و عملیاتی در صنعت بیمه نیز کمک شایانی می گیری بلکه به بهبود تصمیم
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( و  2024های این مطالعه با مطالعات آوانزی و همکاران )های پیشین همخوانی دارد و یافتهاین نتایج با پژوهش 

 نشدهشده ولی گزارش خسارات واقع  هایبینیهای ترکیبی در بهبود پیش ( که نقش مدل 2024هیابو و همکاران )

( و بودری و رابرت  2023ها با تحقیقاتی نظیر مائیت )اند، سازگار است. از سوی دیگر، برخی تفاوت را نشان داده 

ها ممکن است به دلیل اند، مشاهده شد. این اختلاف های سنتی و غیرپارامتری تأکید داشته( که به مدل2017)

ها باشد و بر اهمیت  تر برای شناسایی الگوهای پنهان در داده های پیچیده ها و نیاز به مدل پیچیدگی بیشتر داده

های یادگیری ماشین و  کند. این پژوهش نشان داد که روشهای مناسب برای شرایط خاص تأکید میمدل   انتخاب

به مدل  پیچیده،  داده های  در  داده ویژه  مانند  پیچیده  ساختار  با  بیمههای  می های  در  ای،  بهتری  عملکرد  توانند 

واقع  بینیپیش  ولی گزارش خسارات  این مدل  نشدهشده  باشند.  و  داشته  روابط غیرخطی  قابلیت شناسایی  با  ها 

ها به  دهند. همچنین، این مدل ها ارائه می الگوهای زمانی پیچیده، دقت بالاتری در شرایط پیچیده و ناپایدار داده 

تر ذخایر مالی دهی خسارت و تنظیم دقیق های مرتبط با تأخیر در گزارش های بیمه در مدیریت ریسک شرکت 

می افزایکمک  با  و  پیش کنند  دقت  میبینیش  تصمیمها،  به  بهینهگیری توانند  شوندهای  منجر  پیشنهاد    .تری 

ها  پذیری مدل از منابع مختلف گردآوری شود تا تعمیم  تریوگسترده تر  های متنوعهای آتی، داده شود در پژوهش می

تواند  های هیبریدی نیز می های مختلف یادگیری ماشین و استفاده از روش و دقت نتایج افزایش یابد. ترکیب مدل 

های بیمه امکان  های موجود در هر مدل کاسته و به شرکت ها کمک کند و از محدودیت بینیبه بهبود دقت پیش 

ریزی  بینی، برنامه تری را بدهد. در نهایت، این پژوهش نقشی مهم در ارتقای سطح پیش های دقیق گیریتصمیم

های  کند تا با تکیه بر مدل های بیمه کمک میعت بیمه دارد و به شرکت ذخایر مالی و بهبود مدیریت ریسک در صن

که    داد این پژوهش نشان    .ها دست یابند تری از خسارت یادگیری ماشین، به تخصیص منابع مالی و ارزیابی دقیق 

بینی تواند دقت پیش و جنگل تصادفی، می  LSTM های ویژه مدل های پیشرفته یادگیری ماشین، به استفاده از مدل 

ها قادر خواهند بود مدیریت  کارگیری این مدل های بیمه با بهرا در بیمه بهبود بخشد. شرکت دهیتأخیرهای گزارش 

دهی و تسریع  های گزارش تری انجام دهند. همچنین، بهبود سیستم طور بهینه ریسک و تنظیم ذخایر مالی خود را به

های  ها را بیشتر ارتقا دهد. توجه به این نکات به ایجاد چارچوببینیتواند دقت این پیشفرآیند انتقال اطلاعات می 

ذخیره  مقررات  تنظیم  در  ریسککارآمدتر  کنترل  و  برای  گیری  مناسبی  بستر  و  شد  خواهد  منجر  مالی  های 

 .کندهای استراتژیک فراهم میگیریتصمیم
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Abstract 
This study aims to predict incurred but not reported (IBNR) reserves in various insurance lines by 

employing advanced machine learning models and analyzing censored and trimmed data. The dataset 

includes information on incident and report dates for five major insurance lines: third-party financial, 

vehicle, third-party bodily injury and driver accidents, fire, and liability. The methods applied in this 

study are Multiple Linear Regression (MLR), Generalized Linear Model (GLM), Generalized Additive 

Model (GAM), Random Forest (RF), Multilayer Perceptron (MLP), and Long Short-Term Memory 

(LSTM) networks, using data from Iran Insurance Company for the period of 2021-2022. The data were 

censored and trimmed based on specific periods, such as holidays, Nowruz, peak travel seasons, and 

construction periods, to model impactful features according to the insurance line type. Results indicate 

that LSTM and RF models outperform linear models in predicting delays; specifically, RF achieved 

errors of 10.64 and 11.02 in vehicle and third-party financial lines, while LSTM attained errors of 9.83 

and 10.72, respectively. These models effectively identified complex patterns in the data, revealing that 

considering factors such as holidays, weekends, and data structure can help capture intricate insurance 

data patterns. The findings underscore that LSTM and Random Forest models significantly enhance 

prediction accuracy, serving as valuable tools for risk assessment and optimal reserve allocation in the 

insurance industry. 

Keywords: Incurred But Not Reported Reserves, Random Forest, Multi-Layer Perceptron, Long Short-

Term Memory 

 
1 Department of Economic Sciences, Faculty of Economics, Urmia University, Urmia, Iran. 
pilehvar.1394@gmail.com 
2* Department of Economic Sciences, Faculty of Economics, Urmia University, Urmia, Iran. (Corresponding 

author), k.shahbazi@urmia.ac.ir 
3 Department of Accounting, Faculty of Economics, Urmia University, Urmia, Iran. h.didar@urmia.ac.ir 



 

 

 


