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Abstract  
The exchange rate is recognized as a key economic indicator influenced 
by multiple factors. Some of these factors manifest as measurable 
economic variables, while others are reflected in political and financial 
news. A central, unresolved question is whether it is possible to develop 
a comprehensive and scalable model for exchange rate modeling and 
forecasting that accounts for all relevant variables and factors. Using a 
data fusion approach, the present study proposed a comprehensive deep 
learning–based model supporting multiple data types. To train the 
model, exchange rate–related news was collected from ten major 
national and international sources covering the period from 2014 to 
2023 (1393–1402 in the Iranian calendar). The data was then combined 
with exchange rate figures and other economic indicators. To identify 
the best model, eight machine learning models, two statistical models, 
and one large language model were trained and evaluated under both 
regression and classification settings. To mitigate bias and random 
effects, the study applied time series–aware cross-validation along with 
repeated training and testing using different random initializations. The 
results demonstrated that the proposed approach, which directly 
incorporates all influential factors, significantly outperforms existing 
methods. 
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1. Introduction 
Exchange rate fluctuations represent one of the most complex 
challenges in modern economic analysis, shaped by a dynamic interplay 
of macroeconomic fundamentals, policy decisions, and informational 
signals disseminated through the media. Traditional econometric 
approaches often fail to capture these multidimensional interactions, as 
they rely primarily on quantitative variables and lagged historical data. 
As a result, they tend to overlook the qualitative influence of news, 
market sentiment, and expectations that often precede measurable 
economic changes. Recent advances in artificial intelligence and 
machine learning have introduced powerful tools for integrating diverse 
forms of data—both numerical and textual—into unified predictive 
systems. The present research tried to propose a comprehensive and 
extensible model for forecasting exchange rates in Iran, combining 
structured economic indicators with unstructured news data through a 
data fusion approach. 

2. Materials and Methods  
This study employed a quantitative and applied methodology based on 
supervised machine learning techniques. The dataset spans the period 
from April 2014 to March 2023 (1393–1402 in the Iranian calendar). 
Daily free-market exchange rates were obtained from three verified 
sources: the National Exchange website, the Gold and Currency 
Information Network, and the Bonbast platform. Additionally, key 
macroeconomic indicators—including GDP growth, inflation rate, 
unemployment rate, trade balance, public debt, foreign reserves, and oil 
prices—were collected from official statistical repositories. Then the 
study went on to incorporate qualitative dimensions. In this respect, 
news articles related to exchange rate dynamics were gathered from ten 
major national and international media outlets, including Donya-e-
Eqtesad, San’at-Madan-Tijarat, Asia Daily, ISNA, Khabaronline, 
Tabnak, BBC Persian, and Voice of America Persian. Each news item 
was labeled according to the contemporaneous changes in exchange 
rates. Data preprocessing involved normalization, outlier removal, and 
interpolation of missing values for numerical data. Textual data 
underwent cleaning, tokenization, and embedding using the ParsBERT 
model (Farahani et al., 2021), which was fine-tuned on domain-specific 
economic texts to improve contextual representation. Following 
preprocessing, approximately 388,354 fused samples were constructed. 
Eight machine learning models (Random Forest, XGBoost, LightGBM, 
CNN-LSTM, GRU, Bi-GRU, LSTM, and Bi-LSTM), two statistical 
models (ARIMA and Prophet), and one large language model (GPT-4) 
were trained and compared under both regression and classification 
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settings. Model evaluation was conducted through time-series–aware 
cross-validation and repeated random initialization to minimize bias. 
Performance metrics included Mean Absolute Error (MAE), Mean 
Squared Error (MSE), Accuracy, and F1-score. 

3. Results and Discussion 
The results revealed that models integrating textual and numerical data 
substantially outperform those trained solely on numerical inputs. 
Specifically, the inclusion of news embeddings reduced forecasting 
error by more than 5% across most deep learning architectures. Among 
the evaluated models, the fine-tuned GPT-4 achieved the highest 
overall accuracy and the lowest error metrics in both regression and 
classification tasks. However, considering constraints on 
interpretability and data security, the Bi-directional Gated Recurrent 
Unit (Bi-GRU) model was identified as the optimal choice for practical 
implementation. The Bi-GRU model exhibited strong learning 
capability in capturing temporal dependencies and contextual 
relationships between macroeconomic variables and market sentiment. 
In classification mode, it achieved an F1-score of 0.84 and an accuracy 
rate of 0.86 when textual data were incorporated. In contrast, traditional 
statistical models such as ARIMA and Prophet showed limited capacity 
to reflect short-term market shocks influenced by real-time news. 

The findings highlighted the importance of data fusion in financial 
forecasting. Textual news data provide early signals of market 
sentiment that often precede observable changes in economic variables. 
By integrating these heterogeneous data sources, the proposed model 
can offer a more dynamic and responsive forecasting framework, 
particularly suited to volatile markets such as Iran’s foreign exchange 
sector. 

4. Conclusion 
This study proposed a comprehensive machine learning–based model 
that successfully integrates textual and numerical data for exchange rate 
forecasting in Iran. The results confirmed that data fusion enhances 
predictive accuracy and robustness, outperforming both conventional 
econometric methods and single-modality deep learning models. 
Among the evaluated architectures, Bi-GRU offered the most practical 
balance between performance, interpretability, and computational 
efficiency. The findings underscored that incorporating news-driven 
sentiment and contextual information provides a timely advantage for 
policy formulation and risk management. Moreover, the modular 
structure of the proposed model allows for future extensions to other 
economic domains such as stock market analysis and inflation 



104 |  Asle Roosta, et al. 

forecasting. Future studies are recommended to expand the dataset to 
include social media sentiment and to adopt explainable AI (XAI) 
techniques to improve interpretability and transparency. 

Keywords: Exchange Rate Forecasting, Data Fusion, Comprehensive 
Model, Machine Learning, Artificial Intelligence 
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ها  و مدل  بینی نرخ ارز در ایران با استفاده از تلفیق داده پیش
 جامع مبتنی بر یادگیری ماشین 

 ایران.  ،سمنان ،سمنان دانشگاه ،اقتصاد رشته دکتری  دانشجوی  المیرا اصل روستا 
  

 د گروه اقتصاد، دانشگاه سمنان، سمنان، ایران.استا  عرفانی علیرضا 
  

 گروه اقتصاد، دانشگاه سمنان، سمنان، ایران.یار دانش عبدالمحمد کاشیان 

   چکیده 
عوامل    ن ی از ا   عضی آن مؤثرند. ب   ن یی در تع   ی بوده که عوامل مختلف   ی اقتصاد   ی ها شاخص   ن ی تر نرخ ارز همواره از مهم 

که تاکنون    ی بازتاب دارند. پرسش مهم   ی اقتصاد - ی اس ی به شکل اخبار س   گر ی د   ی و برخ   ی اقتصاد   ی رها ی در قالب متغ 
  ی ن ی ب ش ی و پ   ی ساز به منظور مدل   پذیر و توسعه   امع ج   ی مدل   توان ی م   ا ی است که آ   این   ، به آن داده نشده   ی ق ی پاسخ دق 

  ن ی ا   ی برا   ی عنوان پاسخ پژوهش به   ن ی و عوامل مؤثر باشد؟ در ا   ا ره ی متغ   ی تمام   رنده ی که دربرگ ی نحو نرخ ارز داشت به 
که از  ارائه شده    ق ی عم   ی ر ی ادگ ی بر   ی جامع مبتن  ی ها، مدل داده   ق ی تلف   کرد ی و رو  ن ی ماش   ی ر ی ادگ ی پرسش، با استفاده از  

در    ی و خارج   ی داخل   ی اصل   گاه ی پا   10اخبار مؤثر بر نرخ ارز از    مدل آموزش    به منظور   کند. پشتیبانی می   انواع داده 
به مدل  مستقیماً    ی اقتصاد   ی ها شاخص   ر ی نرخ ارز و سا   ی ها و به همراه داده   ی شده آور جمع   1402تا    1393  ی بازه زمان 

در هر    بزرگ   ی مدل زبان   ک ی و    ی آمار   مدل   2  ن، ی ماش   ی ر ی ادگ ی مدل    8مدل،    ن ی بهتر   افتن ی داده شده است. به منظور  
آزموده شده   ی بند و کلاس   ون ی دو حالت رگرس  و  برا آموزش  از سوگ   ی اند.  نتا   ی ر ی اجتناب  از    ، ی تصادف   ج ی و 

  ی تصادف   ه ی اول   ر ی ها با مقاد و تکرار آموزش و آزمون مدل   منطبق بر توالی زمانی   متقابل   ی اعتبارسنج   ی ها ک ی تکن 
با لحاظ    ی شنهاد ی پ پذیر  جامع و توسعه   کرد ی از آن است که رو   ی حاک   ده دست آم ه ب   ج ی متفاوت، استفاده شده است. نتا 

گذشته   ی کردها ی با رو  سه ی در مقا   ی عملکرد بهتر  ی طور قابل توجه به   م، ی عوامل مؤثر به صورت مستق  ی کردن تمام 
   داشته است. 

   .یهوش مصنوع  ن،یماش یریادگیها، مدل جامع، داده  قینرخ ارز، تلف ینیبشیپ ها:کلیدواژه

  .JEL :C45, C51, C53, C55, G17بندی طبقه 
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 . مقدمه 1
و   یمال یهااستی س ،یکلان اقتصاد یهاازجمله شاخص یعوامل مختلف ری نرخ ارز تحت تأث

از    ییگفت نرخ نها  توانیم  کهیطورهها قرار دارد باخبار منتشره در رسانه  ن ی و همچن  یپول
 .  شودیعوامل منتج م ن یا یتمام ندیبرآ

  ی آن  ی رخدادها  ی ن یبش یها در پمدل  ییعوامل مؤثر بر نرخ ارز، کارا  کلیهاز    یبان ی پشت   عدم
 . بردیم نی را از ب  شودیهمچون آنچه در خبرها منعکس م

امکان را فراهم کرده    ن ی ا  ق ی عم   یری ادگ یو    نی ماش   یری ادگ یدر حوزه    ری خ ا  یهاشرفتی پ
داده که  تحل  ری نظ  ،یمتن   یهااست  و  داده  ،یاقتصاد  یهالی اخبار  همراه  در    یعدد  یهابه 

با استفاده از رو  ن یا  . بررندی مورد استفاده قرار گ   یاقتصاد  ین یبش یپ  یهامدل    کرد یاساس، 
  جاد ی جامع ا  ی مدل  توانیم  ،یی انواع داده چون بازنما  ییهادهی ا  یری کارگ بهو    نی ماش   یری ادگی

پشت  امکان  تلف   ی بانیکرد که  با  و  را داشته  انواع مختلف داده    ز ی ن  یبالاتر  ییآنها کارا  قیاز 
 مقاله است.  نیا یاصل دهیمسئله ا ن یدست دهد. اهب

مربوط به نرخ ارز    یعدد  یهااست. ابتدا، داده  یدی مرحله کل  ن یپژوهش شامل چند  ن یا
  یشامل اخبار منتشره از منابع معتبر در بازه زمان  ی متن   یهاداده  و  یکلان اقتصاد  یهاو شاخص
  1ی عی پردازش زبان طب  یهاکی با استفاده از تکن   ی متن   یهاداده  ،سپس   واستخراج    زی مشخص ن 
حاصل    یعدد  یشدند. بردارها  لیتبد  یعدد  یبه بردارها  3برتمانند    2ی جاساز  یهاو مدل 

 .شوندیشده و به مدل داده م  قی تلف گریکدی از انواع داده با 
نرخ ارز    ین یبش ی آموزش و پ  یبرا  ن یماش  یری ادگمختلف ی  یهامرحله بعد، از مدل   در

مدل انتخاب شده است.    ن یها، بهترمدل  ییکارا  یابیو پس از ارز  در آخراستفاده شده است.  
  ی هاینی ب ش ی پ یتوجه طور قابلها، بهاز انواع داده یقی مدل با تلف  هیکه تغذ دهدینشان م جینتا

 . بخشدیانجام شده را بهبود م
داخلی و    ای بر مسئله، پیشینهس از مقدمهدهی این مقاله به این صورت است: پ سازمان

به همراه    ی شنهادی و مدل پ  ی معمارت. در ادامه،  خارجی مرتبط در این زمینه تشریح شده اس
  لی پردازش داده، بخش اعظم مقاله را تشک  از مراحل موجود در خط لوله  کی  هر   حات یتوض

 
1. Natural Language Processing 
2. Embedding 

3. BERT 
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ذکر    زی هر مدل ن  یکربندیپ  اتی مدل و مراحل پردازش، جزئ  حاتی . در خلال توض هددیم
پردازش  حیشده است. پس از تشر با آزمون  ، یمدل و مراحل  نت بخش مرتبط    رارق  جه یها و 

  جیشده و نتا  یاب یارز  یبندو کلاس  ونیها در دو حالت رگرسبخش انواع مدل  ن ی دارد. در ا
 است.  افته یاختصاص  یبند به بحث و جمع ییگزارش شده است. بخش انتها شاتیآزما

 

 پژوهش  پیشینه .2
اختصار حفظ  منظور  مرتبط  ن یتر مهم  ،به  اپژوهش   ن یترو  در  شده  ن یها  ذکر  اند. بخش 

ا  ی هاپژوهش  با  تمام  نیمرتبط  شامل  که    یی هاپژوهش   ی مقاله،    ری درگ   ماً ی مستق   ایاست 
  و نکته   دهیا  یحاو  یشنهادیروش پ  ایاند  بوده  یخارج  ای  ینرخ ارز در بازار داخل   ین یبش ی پ

 است.  ین یبش یها در پکار بردن انواع دادهاز جهت به یارزشمند

 داخلی . پیشینه2-1
کار بسته  بازار ارز به  لی نرخ و تحل  یسازدر مدل  یمختلف  یکردهایموجود رو  یها در پژوهش 

از    کیچی مقاله، در ه   نیشده است. مستقل از نوع نگاه و مدل استفاده شده، تا زمان نگارش ا
مانند داده  ریها ساپژوهش  پ  یسازدر مدل   ماًی مستق  یمتن  یهاانواع داده  ارز    ین یبش ی و  نرخ 

 اند.  نرفته رکابه

 پژوهش داخلی . پیشینه 1جدول 

 شرح  پژوهش)ها( 

 (1399امیری و همکاران )

رفتار نرخ  یبررس منظور به 2ی و معادلات تفاضل 1ا یپو یها ستمیس یساز استفاده از مدل

ی؛  ارز ریمانند تورم، نرخ بهره، صادرات و ذخا یاقتصاد یدی کل یرها یمتغ  ریارز و تأث

 . 3ای اسآرام اریبراساس مع  گزارش نتایج

فراهانی و همکاران   یگودرز
(1399) 

با   رانیبر نوسانات نرخ ارز در ا یاقتصاد یهااستیس ینانی اثرات نااطم یبررس

بر  یمثبت و منف یاستیس  یهاشوک؛ تصدیق تأثیر نامتقارن 4ال ناردیمدل  یری کارگبه

 .نوسانات نرخ ارز

 
1. Dynamic Systems 

2. Differential Equations 

3. RMSE 
4. NARDL 
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 پژوهش داخلی . پیشینه 1جدول   ادامه 

 شرح  پژوهش)ها( 
هاشمی دیزج و همکاران  

(، منصوری گرگری و  1399)
، (1398)خداویسی 

مقدم و هاشمی شریف
(،  1397)(، بیات 1397)

(، 1392)خاشعی و همکاران 
(،  1387)زرانژاد و همکاران 
  و (1387)طیبی و همکاران 

 (1384)مرزبان و همکاران 

، 2پرسپترون چندلایه  مانند 1ی عصب یهاشبکه ی انواع مختلفر یکارگو به یبررس

  یهانسبت به مدل یدقت بالاتر حصول بینی نرخ ارز در ایران.به منظور پیش 3احتمالاتی 

 .4میانگین متحرک یکپارچه خودرگرسیونی  مانند یخط

یارمحمدی و محمودوند  
(1394) 

؛ نرخ دلار ینیبشی پ ی درروش ناپارامتر  کیعنوان به  ریمجموعه مقاد لی استفاده از تحل
 میانگین متحرک یکپارچه خودرگرسیونی.  یهانسبت به مدلگزارش دقت بالاتر 

 ( 1392نصرالهی )شیرازی و 
با در نظر گرفتن  6فرانکل -لسونیو ب 5فرانکل-دورنبوش یپول  یهامدلاستفاده از 

ی؛ گزارش عملکرد بهتر مدل ها با مدل گام تصادفآن سهیو مقا ییانتظارات عقل
 بینی نرخ ارز. در پیش فرانکل-دورنبوش

 (1392فتاحی و همکاران )
؛ گزارش دقت  نرخ ارز ینی ب شیپ  یهامدل یساز نهیبه  یبرا   کیژنت  تمیلگوراستفاده از ا

 .مدتکوتاه هایینیبشیدر پ بالاتر در مقایسه با میانگین متحرک یکپارچه خودرگرسیونی 

و ملبهرامی   خداویسی
(1391) 

و مدل پرش  یهندس یمانند مدل حرکت براون یتصادف لیفرانس یاز معادلات داستفاده 
نسبت به مدل میانگین متحرک  اول مدلعملکرد بهتر  ؛نرخ ارز ینی ب شیپ  یمرتن برا

 یکپارچه خودرگرسیونی. 

 ( 1390تقوی و خدام )

  یبرابر  یهاهیشامل نظر بینی نرخ ارزاستفاده از رویکردهای کلسیک تطبیقی در پیش
- و مدل ماندل ریپذانعطاف یهامتیبا ق  یمدل پول ها،ییبازار دارا  یتئور  د،یقدرت خر

 . هامدل رینسبت به سا نگ یفلم -مدل ماندل برتری ؛7نگیفلم

 

  

 
1. Neural Networks 

2. MLP - Multi Layer Perceptron 
3. PNN - Probabilistic Neural Network 

4. ARIMA - Autoregressive Integrated Moving Average 

5. Dornbusch–Frankel 

6. Bilson–Frankel 

7. Mundell–Fleming 
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 پژوهش داخلی . پیشینه 1جدول   ادامه 

 شرح  پژوهش)ها( 

 ( 1388ابونوری و همکاران )

به   1خودرگرسیونی مشروط ناهمسان واریانس ی اقتصادسنجی  ها مدل استفاده از خانواده

  ؛ گزارش تأثیر بیشتراثرات متقارن و نامتقارن اخبار بر نوسانات نرخ ارز منظور بررسی
عدم استفاده  اخبار مثبت و منفی؛ اثر نامتقارن تأییدبر نوسانات نرخ ارز و   یاخبار منف

 . لیآنها بر بازار به منظور تحل  جهیاز نتو استفاده  اخبار از متن مستقیم

 ( 1379)بروجردی رحیمی

  بینیپیش ؛رانینرخ ارز در ا ینیبشیمرتبط با پ  ی در دسترسپژوهش رسم نیتریمیقد
مدل  و  ونیروش رگرسی، الگوهای اقتصادسنجی، اقتصاد  یها شاخص براساس مطالعه

 . 2خودرگرسیون برداری 

 های پژوهش مأخذ: یافته

 خارجی  پیشینه .2-2
پژوهش  دسته  یخارج  یهااغلب  سه    یهامدل  یابیارز  ،یپول  ی هامدل   یاب یارز  در 

  ی نرخ ارزها  ینی ب ش ی در پ  ن یماش  یری ادگیبر    یمبتن  یهامدل   یاب یارز  ت ینهاو در  یاقتصادسنج
 ای  3ی خارج   ی بازار تبادل ارزها  ن یاند. همچن متمرکز بوده  ن ی پوند و    ورو،ی مرجع مانند دلار،  

مقالات علاوه بر اعتبار    ن یقرار گرفته است. در انتخاب ا   یشتر ی توجه ب  ردمو  4همان فارکس
ب  یعلم از ساهو  استفاده  بودن،  داده  ریروز  داده)به  ها انواع  کنار  یمتن  یهاطور خاص  ( در 
ها را  روش  ن یمورد استفاده، ا  های دادهدر نظر گرفته شده است. فارغ از    زی ن   یعدد  یهاداده
  ن یماش یری ادگیمدل  ن ی و همچن یعدد یمتون به بردارها  لی تبد  با دو شاخص نحوه توانیم

 .کرد  یبنداستفاده شده طبقه
مختلف در    یهاک یو متر  ریمقاد  ینی ب ش ی پ  یکه برا  ییهااز پژوهش   یستی ل،  1شکل  در  
نحو  یبازارها به  نماکردهاستفاده    زی ن  یمتن  یهااز داده  یمختلف  داده شده است.    ش یاند، 

اند؛ بخش اول داشته  شرفتیها در دو جهت پروش  ری اخ   یهادر سال  دهدینشان م  مشاهدات
جاساز از  استفاده  به  به  ترشرفتهی پ  یها یمربوط  دوم  بخش    تردهی چ ی پ  یهامدل  یری کارگو 

(. در  Villamil, et al., 2023است )  قی عم  یری ادگیبر    یو مبتن  یبی ترک   یهاخصوصاً مدل

 
1. ARCH - Autoregressive Conditional Heteroskedasticity 

2. VAR - Vector Autoregression 
3. Foreign Exchange Market 

4. FOREX 
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شده   حیمقاله تشر نیا یشنهادی پ ها در خلال روشروش ن ی از ا یشتری ب اتی بخش مدل، جزئ
 است.

 بینی نرخ ارزهاي خارجی مرتبط با پیش . پژوهش1 شکل

 
 پژوهش  های یافته: مأخذ

 . معماري و مدل پیشنهادي3
پردازش داده   1خط لوله  کی  ن،یماش یری ادگ یاستاندارد حل مسئله در  کردیرو کیعنوان به

. است  رمرحلهیز  یتعداد  و  ی اصل  پنج مرحله  یخط لوله دارا  ن یا  (.2)شکل    میاکرده  یطراح
هر  ن یا بهبود  و  توسعه  امکان  م  مراحل از    کی  ساختار  توسعه  سر ی را  و  و   یریپذساخته 

که در هر مرحله    ی. موارددینمایم  ن یمختلف را تضم  یکاربردها  یمدل برا  یسازیسفارش
  ی ابیاز ارز  ش ی آن مرحله داشت. پ  یبرا  توانیاست که م  ییها از انتخاب  ییهاذکر شده نمونه

و بسته    ستی ن  یمرحله الزام  ن ی وجود دارد. ا  ی جمع  یری ادگیبا عنوان    یامدل، مرحله  یینها
خود    دهی چیپ  تی ماه   لی مقاله، به دل  ن یحذف کرد. در ا  ایآن را داشت و    توانیبه کاربرد م

نشده   جهیمنجر به بهبود نت   هالمد  بی انجام شده مشخص شد که ترک  یها ش یها و آزمامدل 
 و لذا از آن صرفنظر شده است. 

 
1. Pipeline 
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انواع داده را داشته باشد، اقدامات لازم به   قی تلف  تی جامع که قابل  یمنظور داشتن مدل  به
ساخته    یعدد  ی بردارها  تی امنظور پردازش هر نوع داده در مراحل مربوطه انجام شده و درنه

اقدامات انجام شده    ی. در ادامه تمامشودیداده م  نیماش  یری ادگ یشده از انواع داده به مدل  
 شده است.  حیتشر  ندیفرآ ن یدر ا

 پردازش داده و آموزش مدل نهايی . خط لوله 2 شکل

 
 پژوهش  های یافته: مأخذ

 هاي مورد استفاده . داده3-1
ارز )ارز معامله شده در بازار آزاد    ی به نرخ واقع  مربوط  هایدادهمورد استفاده شامل    هایهداد

ها  داده  ن یاست. ا  1402تا اسفند    1393  ن ی فرورد  یزمان  ( در بازهیاهیو سهم  یو نه ارز دولت
بست  بن  تیسانرخ طلا و ارز و وب یرسان اطلاع شبکه تیسا ، وبیمل یصراف ت یسااز وب

و مطابقت داده شده است. هر سطر از    یآورمختلف جمع  ی هادگاهیسه مرجع با دعنوان  به
نرخ معامله   ن یشتری نرخ معامله و ب  ن یها، شامل نرخ باز شدن، نرخ بسته شدن، کمترداده  ن یا

 در هر روز است. 
مربوط به اخبار منتشره توسط بانک    یمتن  یهاداده  یفوق، تمام  یعدد  یها بر داده  علاوه

  شامل روزنامه  یزبان داخل  یفارس  یاقتصاد   یهایو خبرگزار  ها گاهیها، پا، روزنامهیمرکز
، بخش  ی ابرار اقتصاد  ، روزنامهای آس   تجارت، روزنامه-معدن-صنعت  اقتصاد، روزنامه  یای دن
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سسنایا  یخبرگزار  یاقتصاد-یاس ی س بخش  بخش  ن ی خبرآنلا   گاهیپا  یاقتصاد-ی اسی،   ،
  یسیبیب  ی اقتصاد-یاس ی شامل بخش س یخارج یهاگاهیتابناک و پا یخبر گاهیپا  ی اقتصاد
همچن  ی فارس س   ن یو  ا  ی فارس  ی کایامر  یصدا  ی اقتصاد-یاس ی بخش    یزمان  بازه  نیدر 
ا  ن ی ماش   یری ادگی  یهاروششده است. ازآنجاکه    یآورجمع از نوع    نجای مورد استفاده در 
به آن الصاق گردد.   زی ن  1برچسب  کیهر خبر    یبه ازا  دیبانظارت است، با  یری دگ ای  یهاروش

معنا که معاصر با زمان انتشار   ن یبه ا  رد؛ی گ یالصاق برچسب براساس مشاهدات بازار صورت م
 است.  هدر بازار داشت یرات یی هر خبر، نرخ ارز چه تغ

 

 داده. . ساخت بردارهاي عددي به ازاي هر نمونه 3 شکل

 
 پژوهش  های یافته: مأخذ

  ساخته شده به صورت   داده  ساختار مجموعه  انواع داده است.  قی تلف  ،یشنهادی مدل جامع پ  دهیا
  حات ی ها در ادامه توضو برچسب هایسازنرمال  ،یعدد یهاییاست. در مورد بازنما 3شکل 

 لازم داده شده است.

  

 
1. Label 
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 هاپردازش داده. پیش 3-2
پ  بخش  آماده  پردازش،ش ی در  م  ی سازاقدامات  انجام  داده  نوع  هر  به  اشودیمربوط    ن ی . 
برا داده  یزمان  یهایسر  یاقدامات  بوده  یعدد  یهاو  برا  مشابه  متفاوت    ،یمتن  داده  یاما 

 است.

 هاي زمانیهاي عددي و سري پردازش داده. پیش 3-2-1
  -2  ریمقاد  بازه  یسازنرمال   -1:  ردی گ یم  یجا  یکل   در سه دسته  یعدد  های هپردازش داد

 ن ی(. در اSingh, 2020  &  Singh)  2پرت  ریو مقاد  زیحذف نو  -3  1ناموجود  ریمقاد  تیریمد
استانداردساز روش  از  رابطه  یمقاله  از  استفاده  و  ریمقاد  (،1)  با  نحو  یژگیهر  نرمال    یبه 

 دارد. 1استاندارد   اری صفر و انحراف مع  ن یانگی م یژگیاند که هر وشده
(1 ) 𝑍 =

𝑥− 𝜇

𝜎
 

با   است.  اری انحراف مع  σو    ن یانگی م  μ  ،یژگیمقدار و  ایهمان مشاهدات    xرابطه    ن یدر ا
صورت توابع احتمال توسعه داده  های یادگیری ماشین بهز الگوریتمتوجه به اینکه بسیاری ا 

 است، این رویکرد بسیار مؤثر است. 1تا  0 ها در بازهنتظار آنها از ورودیشده و ا
ها در دسترس  داده  خ،یاز تار  یامحدوده  ای  کی  یاز موارد، ممکن است برا  یاری در بس
(؛  Josse & Husson, 2012)   وجود دارد   یمختلف  یهاده یها، اداده  ن یا  تیریمد  ینباشند. برا

مسئله است.   ت ی به کل  ب ی آسداده در صورت عدم    ها از مجموعههداد  ن ی اول حذف ا  دهیا
دادهداده  ن ی ا  بیتقر  مدو  دهیا براساس  روش  یهاها  از  استفاده  با  آن  چون    ییهامجاور 
ناموجود    داده   184روز،    3653مقاله در مجموع از    ن یاست. در ا  یابیدرون  ایو    یری گن یانگی م

داده    را از مجموعه  هاهداد  نی در نرخ ارز نبود. لذا ا  یها نوسانات خاصکه حول آن  می داشت
 .میحذف کرد
  ر یو مقاد  اشکالمختلف    لیداده ممکن است به دلا  یهااز مجموعه  ی اری در بس  ن یهمچن

ا اول، وجود  نگاه  باشند. در  اعتبارسنجداده  ن ی نامربوط وجود داشته  بهشودیم  ی ها  عنوان  . 
تومان    20  ن یانگی م  متی تومان باشد، اگر ق  10روز    کیمعامله در    ن یشتری ارزش ب  یمثال وقت 

 
1. Missing Values 

2. Outliers 
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 5حذف شود. در مجموع    هاهداد  از مجموعه  دیپرت بوده و با  ز و دادهیدرج شده باشد، نو
 حذف شد.  هاهداد از مجموعه  دارای اشکال داده

بر نرخ ارز در   نیز بههر روز، شاخصعلاوه  های عددی در  صورت دادههای اقتصادی 
های رشد تولید ناخالص داخلی، نرخ تورم، نرخ بیکاری،  شاخصداده وجود دارند.    مجموعه

های  عنوان شاخصتراز تجاری، بدهی عمومی، قیمت نفت، ذخایر ارزی و رشد نقدینگی به
ها  ها میزان همبستگی این شاخصاند. در بخش مهندسی ویژگیشده  اقتصادی در نظر گرفته

و در نهایت شاخص رشد نقدینگی به دلیل همبستگی    سی شدهبا نرخ ارز و با یکدیگر برر
 ها حذف شده است. بالا با بدهی عمومی از لیست شاخص

به  همچنین  ارز  نرخ  آنکه  دلیل  روزانه  به  شاخصصورت  سایر  و  بوده  دسترس  ها  در 
تر در دسترس هستند، از یک نگاشت خطی ساده از ابتدا به  های زمانی بزرگصورت بازهبه
ای هر بازه برای تولید مقدار شاخص به ازای هر روز استفاده شده است. این نگاشت را  انته
توان مانند یک خط مستقیم بین مقدار شاخص در ابتدای یک ماه و مقدار آن در انتهای می

ماه در نظر گرفت. هر نقطه روی این خط، بیانگر مقدار شاخص در آن روز خواهد بود. لازم  
فرض از نظر تئوری یادگیری ماشین، خللی در فرآیند یادگیری و اعتبار    به ذکر است که این 

 کند. مدل ایجاد نمی

 ايهاي دسته پردازش دادهپیش  .3-2-2
محدود گسسته    مجموعه  ک یها از  است که مقدار آن  ییهاداده  1ی ادسته  های همنظور از داد

چون    ییهادهیشده است. ا  شنهادی پ یمختلف هایگذاریکد ها هداد ن یا ی. براشودیانتخاب م
 3دودویی  گذاری، کد2هات - وان  گذارینرمال شده حول صفر، کد  یبی ترت   اداستفاده از اعد

کد معا  ایمزا  کی  هر  4نگ یهم  گذاریو  دارند    بیو  مختلف  مسائل  در  را  خود  خاص 
(Potdar, et al., 2017در ا .)یهاسبوجود دارد. نخست برچ  یادسته  مقاله دو نوع داده  ن ی  

کلاسمدل  ی خروج حالت  در  شامل    یبندها  که  متغ   حالت   7است  دوم    ری است. 
از    نجای. در اردی به خود بگ   تواندیمقدار مختلف م  10خبر است که    کیمنبع    کنندهمشخص

 
1. Categorical 

2. One-Hot Coding 

3. Binary Coding 

4. Hamming Coding 
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مسئله کاملًا مناسب بوده و    ن یا  یهر دو مورد استفاده شده که برا  یهات برا-وان  گذاریکد
  یا دسته  ری متغ   کیمختلف    ریمقاد  ی هابه تعداد حالت  ،گذاریکد  نی. در اکندیم  ت یکفا

هرچه باشد، ستون متناظر با   یژگیهر نمونه، مقدار آن و  ی. به ازاشودیستون در نظر گرفته م
 شاهده است. قابل م کدگذاری  ن یا 3شکل . در  شوندیها صفر مستون یشده و مابق  کیآن 

 

 هاي متنیپردازش دادهپیش  -3-2-3
داده به    یسازاست که هدف آن آماده   ی شامل مجموعه اقدامات  یمتن  هایهداد  پردازشش ی پ

عموماً عبارتند    یمتن  پردازشش یپ  ات ی بهتر از متن است. عمل  یبردار  1ی منظور ساخت جاساز
و حذف    یابیشهی، ر2یسازتوکن   ،یسازنرمال  ، دارمشکل  ی هاو حذف داده  یزسازی از: تم

 کلمات توقف.
موجود در    حروفاست که انواع مختلف    یات ی عمل   مجموعهمتن،    یسازمنظور از نرمال
را   مختلف  م  کدستیمتون  متحدالشکل  اکندیو  در  نرمال  نجای.  از    ، یسازمنظور 

داشته    کسانی  یاست که معن   حروفی یسازکدستیبلکه هدف    ستی ن  ها3قلم  یسازکدستی
حالت،    ی اند. به منظور کاهش فضادر متن ظاهر شده  ی( متفاوت5کد ی ونی  ای  4ی اما با کد )اسک 

با کد متفاوت در    امامشابه    یبا معنا   حروفاز   ییهااست. نمونه  یضرور  حروف  یسازنرمال 
نگاشت    حرف  کیبه    دیبا  هاحرف  ن یهر سه ا  یسازاند. در نرمال داده شده  ش ینما  4شکل  
 شوند.

 اي از حروف با معناي يکسان و کد متفاوت. . نمونه 4 شکل

 
 پژوهش  های یافته: مأخذ

 

 
1. Embedding 

2. Tokenization 

3. Font 

4. ASCII 

5. Unicode 

    6        Ë   ي
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به دنباله  یاست که در آن متن ورود  یسازتوکن   ندیبعد، فرآ  مرحله از    یانرمال شده 
متن، اگر علائم    ی سازو نرمال   ی زسازی حالت، بعد از تم  ن یتر. در سادهشودیکلمات شکسته م

توکن    ک یجدا شده،    گریکدی هر آنچه که با فاصله از    م، ی کن  نیگزی را با فاصله جا  ینگارش 
الب بود.  دارد   یسازتوکن   یبرا  زی ن   یترشرفتهی پ  یهاروش  ته خواهد   &  Dridan)  وجود 

Oepen, 2012  )برا ا  یکه  هم  ن یکاربرد  دلیل    .کندیم  ت یکفا  دهیا  ن یمقاله  به  همچنین 
های نهایی، نیازی به داشتن  های زبانی بزرگ در مدلهای پیشرفته و مدل استفاده از جاسازی

 یابی و حذف کلمات توقف نیست. مراحل ریشه

 هاي متنیبازنمايی داده  .3-3
بازنما منظور  بردارها   یمتن  هایهداد  ییبه  انواع جاساز  ،یعدد  یبه  استفاده    توانیم  هایاز 

روش.  (Li & Yang, 2018)  کرد میاز  اولیه  تیهای  و  کلمات  خورجین  به  -افتوان 
  3ی و نحو  2یی و انعکاس روابط معنا  یسازدر طول زمان به منظور مدل  اشاره نمود.   1افدییآ

  یی از روابط معنا  یی هاشدند. نمونه  دی تول   یترشرفتهی پ  ی متن  یها یو جاساز  ها ییها، بازنمازبان
 داده شده است.  ش ی نما 5شکل در  ها وکن ت  یو نحو

 اي از روابط معنايی و نحوي در فارسی. . نمونه 5 شکل

 
 (. Mikolov, et al., 2013مقاله براساس ) سندگانیشده توسط نو  ی: بازطراحمأخذ

ای بر مدل که توسعه(  et al.,Farahani , 2021)  ی فارس  4برت   ی مقاله از جاساز  ن ی ا  در
که مخفف   جاسازی برت استفاده شده است.  یمتن هایهداد  ییبازنما یبرابرت اصلی است، 

 
1. TF-IDF 
2. Semantic 

3. Syntactic 

4. BERT 
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  ی معنو  تی تحت مالک  2018در سال  ،  است  1دوطرفه از ترنسفورمرها   یکدگذار  یهاییبازنما
  با سرعت بالاتر  کلمات در متن   یسازبا هدف مدل و  (  Devlin, et al., 2018شرکت گوگل )

 . دیارائه گرد

دل برا  هاهداد  می حجم عظ   یبزرگ رو  یهایآنکه جاساز  لی به  و   یآموزش داده شده 
از    یبخش خاص  یکه رو  ییردهادر کارب  روند،یکار مبه  یصورت عموم زبان به  یسازمدل 
  ها یجاساز  ن یا  دیبا  طیشرا ن ی دارند. در ا  یمتوسط  تیف یتمرکز دارند، عموماً ک  یزبان اتی ادب

  ندیفرآ  نی(. ا6شکل  )   می کن  یساز یسفارش   ای  2ق ی دق   م ی مرتبط با پژوهش، تنظ   های هرا با داد
خاص و    یهاادهاست که با تمرکز بر د  یجاساز  دی آموزش و تول  ندیاز فرآ  یدر واقع بخش

متون مورد استفاده در پژوهش   ییبازنما تی فی ک  اتی عمل ن یبا ا 3.شودیشده انجام م یسفارش
  ، یهر سند ورود  یشده به ازا  می تنظ   یجاساز  یبالاتر خواهد رفت. خروج  ،یتوسط جاساز 

  4دور آموزش مدل   8  به اندازه  قی دق  می تنظ   اتی مقاله، عمل  ن یاست. در ا  768بردار با ابعاد    کی
لحاظ    برت  ی اسازج  برازشش یاز ب   ی ری با در نظر گرفتن جلوگ  ریمقاد  ن ی انجام شده است. ا

بازه  5ی ری ادگینرخ    ن ی اند. همچنشده 1𝑒]  در  − 5 5𝑒 − اندازه  [5 و  براساس    6دسته   بوده 
 انتخاب شده است.  32 ای 16 سدر دستر 7گرافیکی  پردازنده 

 پژوهش هاي متنی حوزه جاسازي روي داده  . تنظیم دقیق6 شکل

 
 پژوهش  های یافته: مأخذ

 
1. Bi-directional Encoder Representation from Transformers 

2. Fine-Tuning 

 موجود است. Sousa, et al., 2019 در ندیفرآ  نیا اتیجزئ .3

4. Epoch 
5. Learning Rate 
6. Batch Size 
7. GPU 
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بزرگ انجام شده که   یزبان  یهادر جهت ارائه مدل یاری بس یهاتلاش ری اخ  یهادر سال
مدل  ن ی ترشاخص توسط شرکت    1تی پیجی  یزبان   یهاآنها  هستند    2آی ایاوپن ارائه شده 

(Brown, et al., 2020 تا زمان ته .) ارائه    تیپیجی  یاز مدل زبان  یرسم   نسخه  7سند    ن یا  هی
  ا ی شدت دنبه  3تی پیجیچتاست که در قالب    O-GPT4  آن، نسخه  نسخه  ن ی شده که آخر
اMohamadi, et al., 2023قرار داده است )   ری را تحت تأث   یهاپژوهش، از مدل  نی(. در 

 استفاده شده است.  یابیارز یهااز مدل ی کیعنوان بزرگ به یزبان

 هامهندسی ويژگی  .3-4
آن سودمند  یندیفرآ  هایژگیو  یمهندس در  که  و  ای  یاست  بودن  موجود    یهای ژگیزائد 
 Nargesian, et)  شود یم  فیمسئله تعر  ازی براساس ن  یدیجد  ی هایژگیو  ایشده و    یبررس

al., 2017  .) 
مرتبط با نرخ ارز قبل از استفاده از آنها در آموزش مدل    یهایژگیو  زی پژوهش ن   ن یا  در
و  شده  یابیارز شوند.    ی هایژگیتا  مشخص  و  یژگیو  کیزائد  در    یژگیزائد،  که  است 
  یهمبستگ  ا یعموماً    هایژگی و  ن ی . اکندینم  فا یا  ینقش خاص   ون، ی رگرس   ا ی  یبندکلاس  ندیفرآ
 . شوندیم پوشش داده گرید یهایژگیتوسط و ایو  دبا مسئله ندارن یادیز

وجود دارد    دی مف   یهایژگیزائد و انتخاب و  یهایژگی و  افتن ی  یبرا  یمختلف  یهاروش
(Heaton, 2016در ساده .)و    گریکدیبا    هایژگیاز و  کی   هر یهمبستگ  توان یحالت م ن یتر

  ینی پائ یهمبستگ  یکه با خروج ییهایژگیرا محاسبه کرده و و یبا برچسب خروج ن ینهمچ
  ی هایژگیاز و  یرا حذف کرد. اگر بردار  شوند،یم  فی توص  یگری د  یژگیتوسط و  ایداشته  

𝑋به شکل   = [𝑋1 … 𝑋𝑛]  است:  ریآن به صورت ز ی همبستگ   م،ی داشته باش 

(2 )  𝐶𝑜𝑟𝑟(𝑋) = [

𝜌11 ⋯ 𝜌1𝑛

⋮ ⋱ ⋮
𝜌𝑛1 ⋯ 𝜌𝑛𝑛

]   𝜌𝑛𝑛 =
𝐶𝑂𝑉(𝑋𝑖 𝑋𝑗)

𝑋𝜎𝑖
𝑋𝜎𝑗

 

  ی بودن جد  4ی خطدهنده هم، نشانρ𝑖𝑗  ریتر مقادبزرگ  اندازه،  X  ی همبستگ  سیدر ماتر
که    رسدی، به نظر م7  شکل(. براساس  Nargesian, et al., 2017است )  jو    i  ری در دو متغ 

 
1. GPT 
2. OpenAI 

3. ChatGPT 
4. Co-Linearity 
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را با نرخ ارز بازار آزاد    یهمبستگ  ن یشتری ب  ینگ یو رشد نقد  یعموم   یبده  زانی نرخ تورم، م
همچن  دارا   زی ن  گرید  یاقتصاد  یها شاخص  ریسا  ن یدارند.  ارز  نرخ  هستند    ی همبستگ  یبا 

  دیمؤ  جهی نت  ن ی . اشودینم  دهیمجموعه د  ن ی)زائد( در ا  یت یاهم کم  یژگیو  چی ه   کهیطوربه
 است.   ی اقتصاد اتو مشاهد هایشده و مطابقت آن با تئور  یآورجمع یهاصحت داده

 (2023 - 2000هاي اقتصادي ايران ). نمودار همبستگی شاخص 3شکل 

 
 پژوهش  های یافته: مأخذ

  یی بالا  ی)و نه با نرخ ارز( همبستگ  گریکدیاست که با    ییرهای متغ  یبررس  ،گرید  مسئله
براساس   متغ 7شکل  دارند.  نقد»و    « ی عموم  یبده»  یرهای ،    گر یکدیبه    اری بس  « ی نگیرشد 

از آنها    یک یاضافه نکرده و داشتن    ه به مسئل  یدیاطلاعات جد  رهای متغ  ن ی ابنابراین،  اند.  مرتبط
حالت    یو به منظور کاهش فضا یاست. لذا از نظر تئور یآموزش و عملکرد مدل کاف یبرا
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م ا  یک ی  توانیمسئله،  و  ن ی از  ب  یژگیدو  کرد.  گز  نیا  ن یرا حذف  نقد  نه،یدو    ی نگ یرشد 
 با نرخ ارز دارد.  یبالاتر یهمبستگ   یعموم یبده  رایحذف است ز یدایکاند

 مدل پیشنهادي . 3-5
مختلف    یها. مدلمیاو آزموده  یسازادهی را پ  ی مختلف   یهامدلبرای انتخاب مدل مناسب،  

در    یبندعنوان کلاساند؛ در حالت اول مسئله بهدو حالت از مسئله آموزش داده شده  یبرا
به مسئله  دوم،  حالت  در  و  گرفته شده  است.    ل ی تحل  ونی رگرس  مسئله  کیعنوان  نظر  شده 

اند. نوع اول صرفاً  ها با دو نوع داده آموزش داده شدهها، مدلاز حالت  کیهر یبرا  ن یهمچن
بوده است.    یمتن  ی هاعلاوه دادهبه  ی عدد  یهاو نوع دوم شامل داده  یدعد  یها شامل داده

  ی استفاده از اخبار را بررس   ی ق یحق   ری تأث   میبتوان  لی آن است که در بخش تحل  کردیرو  نیا  لی دل
 . میکن 

این  به  پشتیبان مانند    ن ی ماش  یری ادگی  کیکلاس   یهامدل  کهنظر  بردار  جنگل    ،1ماشین 
( et al.,Khan , 2023ندارند )  ی مناسب   یی و بزرگ کارا  دهیچیو امثالهم در مسائل پ  2تصادفی 

مدل   لذا است. کارا  قی عم  یری ادگ ی  یهااز  ا  کی   هر  ییاستفاده شده  داده  مدل  ن یاز  به  ها 
ظرف  یمعمار  ،یورود همچن   تی و  و  بستگ  تی ف یک   ن یمدل  مدل  م  یآموزش  از    ان ی دارد. 
  یها طراح و دنباله  هایسر  ا یو    یزمان  یها کار با داده  یکه از ابتدا برا  ن یماش  یری ادگ ی  یهامدل 
جمله  از.  رندی گیدر نظر م  زی را ن  یزمان  یهایها در سرداده  یروابط موجود در توال   ،اندشده

واحدهای  و    4مدت بلندکوتاه  حافظه،  3های عصبی بازگشتیشبکه  هامدل  ن ی ا  ن یترمعروف 
 .رندی گ یم یجا  یعصب ی هاشبکه ها در زمرهمدل نیا یهستند. تمام  5دار دروازهبازگشتی 

وجود دارند    زی ن  یشتری ب  ت ی و با ظرف  دتریجد  یهاذکر شده در فوق، مدل  یهاجز مدل  به
از  مهمکه  م  ن یترجمله  مدل   توانیآنها  معمار  یمبتن  یهابه  ابزارها  یبر  که    یترنسفورمر 
مدل   نسخه  ن یاند، اشاره کرد. از آخرآنها بنا نهاده شده  یبر مبنا  تیپیجیچتچون    یجذاب

 
1. Support Vector Machine (SVM) 

2. Random Forest (RF) 
3. Recurrent Neural Network (RNN) 

4. Long Short-Term Memory (LSTM) 

5. Gated Recurrent Unit (GRU) 



 121 | همکاران و  اصل روستا 

  م ی تنظ   کردیو با رو  1آیپیایبا    ی صورت دسترسمقاله( به  نی )در زمان نگارش ا  تیپیجی
 است.  شدهو نکات آن در ادامه ذکر   جیاستفاده شده که نتا قی دق

اند.  شده  ق ی دق  م ی آموزش و تنظ   ، یسازادهی ه پمتناسب با مسئل   یهامدل  نیبروزتر  ، در ادامه
م مدل  یهامدل  انی در  بزرگ  موجود  مدل  قی دق   میتنظ  زبانی  و  بازگشتی    شده  واحدهای 

سنار  جه ینت  ن ی بهتردار دوطرفه  دروازه در  داشته  ی وهای را  ازمختلف  زبانی  مدل    ه کآنجا اند. 
  م، یدار  یبه آن دسترس  اهی جعبه س  کیدر دسترس بوده و مانند    آیپیای   قیصرفاً از طر  بزرگ

 شده است. حیمدل تشر ن یعنوان بهتربه دار دوطرفهواحدهای بازگشتی دروازهدر ادامه مدل 

 دار دوطرفهمدل واحدهاي بازگشتی دروازه  .3-5-1
مدل نسبت به مدل    ن یا  تی . مزردی گیقرار م  2ریتکرارپذ  یعصب  یهاشبکه  در زمره   این مدل

سرعت آموزش    شده،استفاده    گری د  یهاکه در اکثر پژوهش   3مدت بلند دوطرفه حافظه کوتاه
و استفاده از    بی ترک   ل ی به دل  ی شنهادی مدل پ  ن ی(. همچن Seabe, et al., 2023بالاتر آن است )

فرآ در  داده  پ  ندیانواع  و  ط  4ها داده  قیتلف   یهاکی تکن   لیذ  ،ین یبش ی آموزش    ی بندبقهقابل 
 (. Liu, et al., 2020است )

  ی تعداد  یمدل دارا  ن یداده شده است. ا   ش ینما  8شکل  مدل استفاده شده در    یکل  ساختار
کرده و   افتیروز گذشته را در  fمربوط به    هایهدر هر مرحله داد  که  واحد است  ایمرحله  

ب   یپارامترها   ایها  براساس آن وزن براکندیروز م همدل را  پ  ی. لذا  ،  tدر زمان    ینی ب ش یهر 
𝑡]  در بازه  یورود  ریمقاد − 𝑓 + 1 … 𝑡 −   آموزش،  دوره. در هر  میدهیرا به مدل م  [1
 ابدییادامه م  یی ها تا جاوزن یروزرسانه. بشوندیروز مهب  ،مدل  یخطا زانی ها براساس موزن

به ازا   یکه مقدار خطا  ن  ی مدلمتوال  دوره آموزشچند    یمدل    به آستانه  ایو    افتهی کاهش 
تابع به تابع    ن یداده شده است. ا  ش ینما  4شده برسد. تابع خطا در رابطه    فیمورد قبول تعر

آموزش،    ندیمناسب در فرآ  ی محاسبات  یهایژگیو  لی معروف بوده و به دل   5ی متقابل آنتروپ
مسائل کلاس ا  اری بس  یبنددر  در  است.  و    ین یبش ی پ  𝑦̂𝑡رابطه    ن یمرسوم  برچسب   𝑦𝑡مدل 

 
1. Access Point Interface (API) 

2. Recurrent Neural Networks 

3. Bi-LSTM 
4. Data Fusion 

5. Cross-Entropy 
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  نه ی آموزش به   ند یدر فرآ  1آدام  ساز نهی تابع توسط به   نیاست. ا  tدر زمان )روز(    داده  یقی حق
 . شودیم
(4 ) 𝐿𝑜𝑠𝑠(𝑡) =  

1

𝑇
∑ (𝑦𝑡log (𝑦̂𝑡) + (1 − 𝑦𝑡)log (1 − 𝑦̂𝑡))𝑇

𝑡=1 

 دار دوطرفه دروازه  یبازگشت  يواحدها. ساختار مدل 8 شکل

 
 پژوهش  های یافته: مأخذ

در اینجا  .  شودیاستفاده م  3تعدیل   یهاکی مدل از تکن   2برازشش ی از ب  یری به منظور جلوگ 
  ع ی است. به منظور تجم   5ی ادسته  یسازو نرمال   4ی دورانداز  یعنی  تعدیلمتداول    کی دو تکن از  

 
1. ADAM 

2. Overfitting 

3. Regularization 

4. Dropout 

5. Batch Normalization 
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 1پرسپترون چندلایه  یشبکه عصب  هیلا  کیآخر شبکه از    هی در لامختلف،  مراحل    یخروج
شبکه    ن یا  یسازتابع فعال  ، یبنداستفاده شده است. در حالت کلاس  2صورت تماماً متصل به

سافت خروج   3مکستابع  و  دودوبه  یینها  یبوده  م  4یی صورت  حالت  شودیمشخص  در   .
 ساده است. یهمان  یتابع خط  کیآخر،  هی لا یسازتابع فعال  ونی رگرس

از جاساز بردار حاصل  قراردادن  ازا  ،ی متن   یبا  سند    یبه  روز    ا یهر  در    ی بردار  tخبر 
𝑒1]صورت  به

𝑡 … 𝑒𝐾
𝑡  |𝑣1

𝑡 … 𝑒𝑅
𝑡 𝑒𝑖داشت که در آن    میخواه  [ 

𝑡  ه یمقدار هر درا  
  R  مجموعهاز    یعدد  ریمتغ   کی  مقدار نرمال شده  انگری ب   𝑣𝑖و    Kبه طول    یاز بردار جاساز

𝐷𝑝صورت بردار را به  نیاست. ا  ی عدد  ری متغ
𝑡  یصورت بردار داده براآن را به  وداده    ش ینما  

امی کنیم  ری تفس  tدر روز    pخبر   با  برا   کدگذاری  ن ی.  مسئله،  اخبار    یاز  تعداد  به  هر روز، 
𝑡مربوط به روز    یهاساخت داده  یداشت. برا  م ی موجود از منابع مختلف، نمونه خواه  − 𝑖   ،

  ی هایجاساز  نی انگ ی م  ،یبخش بردار جاساز   یاستفاده کرده و برا  ناًیرا ع   یعدد  ی رهای متغ
𝑡اخبار منتشره در    یتمام − 𝑖 می ده یرا قرار م . 

 

 دار دوطرفه دروازه یبازگشت يمدل واحدهاپیکربندي  .3-5-2
پ  از  جزئ5ی کربندی منظور  معمار  اتی ،  به  مورد   یپارامترها ابرو    یمربوط  مدل  است.  مدل 

روابط  که برای    دار دوطرفه استدروازه  یبازگشت  یواحدها  هایمدل  یاستفاده از خانواده
  ی هاداده  یصرفاً شامل تمام  یبردار ورود  ، اندازهحالت اول. در  ی مناسب استمتوال   یهاداده
مورد    4که    باشدی عدد م  21  رهای متغ   ن یانتخاب شده است. تعداد ا  یرهای موجود از متغ   یعدد

منتج شده و نگاشت    یهامورد مربوط به داده  7نرخ ارز،    روزانه  یهااز آنها مربوط به داده
 مرجع خبر است. انگری و ده مورد ب ،یاقتصاد ی هاشده از شاخص

داشت.    می خواه   768با ابعاد    یبردار  ییبازنما  کی  یمتن   هر داده  یبه ازا  ،دوم  حالت   در
 .  کندیم جادی مؤلفه را ا 789به طول  یبردار ورود گر،ی د ری متغ 21بردار در کنار  ن یا

 
1. Multi Layer Perceptron (MLP) 

2. Fully Connected 

3. SoftMax 

4. Binary 

5. Configuration 
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  ده ی صورت چدار دوطرفه بهدروازه  ی بازگشت   یاز مدل واحدها  ه یلا  3مدل    یمعمار  در
  از این مدل   ی واحد پردازش  32  ه، یدر هر لا  ن یهم در نظر گرفته شده است. همچن   یشده رو

 در نظر گرفته شده است. 

جلوگ  به ب  یری منظور  تکن   براشش یاز  از  پارامتر    ی دورانداز  کی مدل،  و  شده  استفاده 
 ها در نظر گرفته شده است. وزن 5/0 تا 2/0 به اندازه یدورانداز

تماماً متصل     هیلا  2،  طرفهدار دومحاسباتی بازگشتی دروازه  یهاهیاز لا  یادنبال پشته  به
داده شده که در هر لا نظر  256  یال  64  هیقرار  در  است. همچن   نورون  تابع    ن یگرفته شده 

  ی تابع خط   ونیدر حالت رگرس  یخروج   هیلا  یبرا،  1رلو پنهان تابع    ی هاهیلا  ی برا  یسازفعال
 لحاظ شده است.  2دیگموی تابع س  یدبن در حالت کلاس یخروج  هیلا یو برا

اندازه    به مدل،  آموزش  با    3دستهمنظور  محدود  گرافیکی  پردازندهمتناسب    ی هاتیو 
1𝑒]  در بازه  یری ادگیانتخاب شده و نرخ    64  ای  32سرعت و حافظه،   − 31𝑒 −   م ی تنظ   [4

برا لازم است.    آموزش  دوره  100و حداکثر    50آموزش کامل مدل حداقل    یشده است. 
در    نهیتابع هز  یسازنهی به  ی. براشودیم  مشخصمدل    ییهمگرا  تی براساس وضع  قی عدد دق

β1 یبا پارامترها آدام سازنهیمدل، از به = 09  وβ2 = 0999   .استفاده شده است 

تابع    ،یبندحالت کلاس  یمربعات خطا و برا  ن ی انگی تابع م  ونی حالت رگرس  یخطا برا  تابع
  ک ی مدل، علاوه بر تکن  برازشش یاز ب   یری محاسبه شده است. به منظور جلوگ   ی متقابلآنتروپ

از    یدورانداز شده،  وزن  24ال  تعدیل ذکر  لا)کاهش  در  خروج   یها هیها(  متصل    یتماماً 
 استفاده شده است.

 بنديکلاس مسئله  کدگذاري  .3-5-3
گسسته    ریبه مقاد  ،ینرخ ارز در خروج  وستهی پ  ریمقاد  لیتبد  نجای در ا  گذاریمنظور از کد

 : میادر نظر گرفتهدر جهت مثبت و منفی است. هفت کلاس 
  %5/0کمتر از  راتیی مقدار تغ یک کلاس، معادل با بدون تغییر، برای  •
  %1تا  %5/0 ن ی ب  راتیی تغدو کلاس برای   •

 
1. Rectifier Linear Unite (ReLU) 

2. Sigmoid 

3. Batch Size 

4. L2 Regularization 
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  %3تا   %1 ن ی ب  راتیی تغدو کلاس برای   •
  %3از   شی ب  راتیی تغدو کلاس برای   •

  ش ینما  ی. براشودیکلاس فوق به نمونه نسبت داده م   7از    یک ی   ،یورود  هر نمونه  یبه ازا  لذا
. لذا هفت ستون به  (3)شکل    هات استفاده شده است-وان  کدگذاریب هر نمونه از  برچس
 1دارد برابر با    علقکه نمونه به آن ت  یکه مقدار ستون متناظر با کلاس  می هر نمونه دار  یازا

 صفر هستند. ریمقاد یبوده و مابق 

 مدل زبانی بزرگ   .3-5-4
زبان  کیاز    گرید  یدر حالت از داده  یمدل  استفاده  با  تنظ   بزرگ که  شده    قیدق  می آموزش 

  آی ایاپن از شرکت    1چهاراو-تی پیجی نجای . مدل مورد استفاده در امیااست، استفاده کرده
را از    2شده   داده شکل  داده  ، یآموزش   ی هاداده  یمدل رو  قیدق  م ی است. به منظور انجام تنظ 

  م ی ارسال کرده و درخواست تنظ   ایایاپن   شرکت  یبه سرورها  موجود   یواسط کاربر  قیطر
ارسال کرده  قی دق را  امیامدل  در  پ  ن ی.  که  همانطور  دسترس  زی ن  ترش یروش،    ی اشاره شد، 

.  می با آن تعامل کن  می توان یشده م  یطراح  یهاواسط  قیو صرفاً از طر  میبه مدل ندار  میمستق 
انجام عمل  از  براساس داده  م یفرمان دار  ک ی  هب  از ی ن  ق،یدق  م ی تنظ   اتی پس  مدل   ، یورود  تا 

 مدنظر را به ما ارائه دهد.  یخروج

 ها و نتايج آزمون .4
ها  داده  ن ی استفاده شده است. ا  3آزمون   داده  درست و استاندارد، از مجموعه  یاب یبه منظور ارز

مشابه   یهاآموزش، داده  ندیاند. البته در فرآنشده   دهید  ناًی ها عاز مدل   کی  چی توسط ه   ترش ی پ
  آزمون به اندازه  این پژوهش مجموعه دادهدر  ها استفاده شده است.  با آنها در آموزش مدل

داده انتخاب    مجموعهانتهایی کل    %25صورت یک توالی زمانی از  ها و بهاز کل داده  10%
 اند. انتخاب شده 4آگاه -ی و زمانصورت تصادف ها بهداده ن ی اشده است. 

 
1. GPT-4o 

2. Formatted 

3. Test Set 
4. Time-Aware 
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، به دلایل  شده در مقالات  شنهاد ی پ  یها روش  ریبا سا  یشنهاد ی پ  ی هامدل  سهیمقا  متأسفانه
داده مجموعه  نبودن  دسترس  مکانیزمدر  نرمالها،  الگوریتمهای  پالایش،  و  های  سازی 

 . ستی ن سری م سازی، پارامترها و ابرپارامترهای مربوط به هر مدل،پیاده
آنها گزارش   ج یشده و نتا  ی سازادهی مدرن و مرتبط پ یهامدل ی پژوهش تمام نی در ا لذا

 شده است.  
  یاز داده، از روش اعتبارسنج   یبخش خاص  یمدل رو  یری از سوگ  یری منظور جلوگ   به
  در همه   جیتمام نتا  ن یانگی م   ،یی در این روشنها  شدهگزارش  جهی. نت می ااستفاده کرده  1متقابل 
 هاست. حالت

 معیارهاي ارزيابی  .4-1
صورت پ  یدر  به  ینی بش یکه  ارز  از  ونی رگرس  مسئله  کیعنوان  نرخ  باشد،  میانگین   مطرح 

 استفاده شده است.  ( 6)رابطه  3خطا   مربعات ن ی انگ ی م( و همچنین 5)رابطه  2قدرمطلق خطاها 
 

(5 ) 𝑀𝐴𝐸 =
∑ |𝑦𝑖−𝑦̂𝑖|𝑛

𝑖=1

𝑛
 

(6 ) 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑛

𝑖=1 

به  یصورتدر   را  مسئله  مع  م،ی کن   ریتفس  یبندکلاس  مسئله  کیعنوان  که  از    ار ی عموماً 
)رابطه    نرخ ارز استفاده شده است  ین یبش یپ  یهامدل  ییکارا  یابیارز  یبرا  4صحت   یابیارز
7) . 
(7 ) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 

داده شده    شینما  9شکل  است که در    5ی درهم   س یفوق براساس ماتر  ی پارامترها  ر ی تفس
 به مسائل چندکلاسه است. میقابل تعمکه البته 

  

 
1. Cross-Validation 

2. Mean Absolute Error (MAE) 

3. Mean Squared Error (MSE) 

4. Accuracy 

5. Confusion Matrix 
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 . ماتريس درهمی 9 شکل

 
 پژوهش  های یافته: مأخذ

  2دقت   که دو معیار  است  1F1  از ی مورد استفاده، امت  گریاستاندارد د  اری مع   ار،ی مع   ن یابرعلاوه
  ی براساس جدول درهم  یادآوریدقت و    یارهای . معکندیم  بی ترک  گریکدیرا با    3یادآوریو  

 :شوندیم فیتعر ریبه صورت ز
(8 ) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑇𝑃

𝑇𝑃+𝐹𝑃
 

(9 ) 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

ب  اری مع ب   کندیم  انی دقت  از  به  ییهانمونه  یتمام  ن ی که  مدل  خروج که  مثبت    یعنوان 
که    کندیم  انی ب  یادآوری  اریاند؟ معاز آنها واقعاً مثبت بوده  یکرده است، چه تعداد   ین یبش ی پ

 کرده است؟  ییشناسا  یدرست از آنها را مدل به یمثبت، چه تعداد یهانمونه ی تمام انی از م
  ی گری به کاهش د  یکی بهبود    و  دارند  4یی اپایپا  رابطه  گریکدی با    یادآوریدقت و    اری مع  دو

ا  F1  ازی امت   معیار.  دانجامیم با    یمعرف  معیاردو    ن یا  ن ی ب  ی5تراز   جادیبه منظور  بتوان  شده تا 
  ن یانگ ی م  یدرواقع نوع   اری مع  ن یمدل را مشخص نمود. ا  کی   تی وضع   ،معیار  کیاستفاده از  

 :شودیمحاسبه م ریصورت زاست و به ی هندس
(10 ) 𝐹1 = 2 ×  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

  از ی صحت و امت   معیاربه هر دو    ازی مدل، ن  کیگزارش عملکرد    یتوجه نمود که برا  دیبا
F1  یی ها. در مجموعهگرددیداده بازم  یهاها در مجموعهکلاس  عیمسئله به توز  ن ی. امیدار  

 
1. F1 Score 

2. Precision 

3. Recall 

4. Trade-Off 
5. Balance 
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کننده است. صحت گمراه  ار ی ها وجود دارد، تنها استفاده از معدر کلاس  1ی که در آنها ناتراز
اگر    .هستند  مار ی ب  ی عموماً اکثرا افراد سالم هستند و تعداد کم  ماران، ی ب  ص یتشخ  ی مثلًا برا

همه ما  پ نمونه  مدل  سالم  را  بالا  ینی پش یها  نرخ صحت  عملًا  خواهد  %97  )مثلاً   ییکند،   )
ن ناتراز بودن توز  F1رخ  داشت! لذا لازم است که  م  زی ها را ن کلاس  عیکه    رد،ی گ یدر نظر 

 .میگزارش کن 
 

 عنوان رگرسورها به ارزيابی مدل  .4-2
بررس  منظور  تمام  یی کارا  یبه  ابتدا  پ  یهامدل  ی مدل،  را  بررس   ی سازادهی مختلف    یو 

 داده شده است.  ش ی، نما2جدول در   ی بررس ن ی ا جی. نتامیاکرده
 

 بینی نرخ ارزعنوان رگرسور در پیش ها بهنتايج ارزيابی مدل . 2 جدول

 متنی  بدون استفاده از داده متنی  با استفاده از داده

میانگین   
 قدرمطلق خطاها 

میانگین مربعات 
 خطا

میانگین  
 قدرمطلق خطاها 

میانگین مربعات 
 خطا

 دار دروازه یواحد بازگشت 035/0 125/0 015/0 085/0
 مدت بلند حافظه کوتاه 033/0 115/0 015/0 080/0

078/0 014/0 112/0 032/0 
  داردروازه یواحد بازگشت

 دوطرفه 

080/0 015/0 114/0 033/0 
  مدت بلندحافظه کوتاه

 دوطرفه 

088/0 017/0 120/0 037/0 
  حافظه -یچشیپ  یشبکه عصب

 2د بلن مدتکوتاه

 3زمانی شبکه عصبی پیچشی  040/0 125/0 016/0 090/0

--- --- 135/0 050/0 
 کپارچهیمتحرک  نیانگیم

 ی ونیخودرگرس

4پرافت  045/0 135/0 --- ---
 

 
1. Imbalance 
2. Convolutional Neural Network – Long Short-Term Memory 

3. Temporal Convolutional Network 

4. Prophet 
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 بینی نرخ ارزعنوان رگرسور در پیش ها به . نتايج ارزيابی مدل2 جدول  ادامه 

 متنی  بدون استفاده از داده متنی  با استفاده از داده

میانگین   
 قدرمطلق خطاها 

مربعات میانگین 
 خطا

میانگین  
 قدرمطلق خطاها 

میانگین مربعات 
 خطا

 1د یشد انیگراد تیتقو 040/0 125/0 017/0 090/0

092/0 018/0 135/0 043/0 
ماشین تقویت گرادیان 

2سبک 
 

 مدل زبانی تنظیم دقیق شده  027/0 104/0 012/0 070/0

 پژوهش  های یافته: مأخذ

  ی عملکرد بهتر  گرید  یهابر مدل زبان بزرگ از مدل  ی ، مدل مبتن 2جدول  با توجه به  
دوم،   مقاوم  در  است.  بازگشتمدل  داشته  همچن دروازه  یواحد  دارد.  قرار  دوطرفه    ن یدار 

 .مدل و کاهش خطا شده است  ییمنجر به بهبود کارا  وهایسنار  یدر تمام  یمتن  استفاده از داده
واحد    و  مدت بلندحافظه کوتاهی  هانسبتاً کم روش  جدول، فاصله  ن ی جالب توجه در ا  نکته

کم، روش    فاصله  ن ی دقت کرد که با وجود ا  دیاست. با  گریکدی دار نسبت به  دروازه  یبازگشت 
بازگشت سردروازه  یواحد  استنتاج  و  آموزش  در  ا  ترعیدار  کاراتر  حافظه  ی  هاروش  زو 

 است.   مدت بلندکوتاه

 بندعنوان کلاسها به ارزيابی مدل  .4-3
مجدداً    زی ن  نجایدر ا  .داده شده است  ش ینما  3جدول  بند در  عنوان کلاسعملکرد مدل به  جینتا

  ی دوم، واحد بازگشت  دارد. در رتبه یها برترروش ریبزرگ، بر سا یبر مدل زبان یروش مبتن 
  ن یانگ ی م  ی آمار  یهادر رابطه با روش  نجا ی در ا  تی حائز اهم   قرار دارد. نکته  دار دوطرفهدروازه

  یطراح  یبندکلاس یذاتاً برا هاروش ن یاست. ا پرافتو  یون ی خودرگرس  کپارچهیمتحرک 
 کدگذاریها را مطابق با  آندر    جیها، نتاروش  ن ی ا  ییاز کارا  یاسهیداشتن مقا  یاند. برانشده 

 اند.شدهبند کلاس یبه خروج  لیداده شد، تبد حی توض  ترش ی برچسب که پ 
 

  

 
1. Extreme Gradient Boosting 

2. Light Gradient Boosting Machine 
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 بینی نرخ ارزبند در پیش کلاس عنوان به ها. نتايج ارزيابی مدل 3 جدول

 متنی  بدون استفاده از داده متنی  با استفاده از داده
 

 صحت  F1امتیاز  صحت  F1امتیاز 

 دار دروازه یواحد بازگشت 75/0 73/0 83/0 81/0
 مدت بلند حافظه کوتاه 76/0 75/0 84/0 82/0

84/0 86/0 76/0 78/0 
  داردروازه یواحد بازگشت

 دوطرفه 

83/0 84/0 75/0 77/0 
  مدت بلندحافظه کوتاه

 دوطرفه 

79/0 81/0 71/0 73/0 
  حافظه -یچشیپ  یشبکه عصب

 د بلن مدتکوتاه
 شبکه عصبی پیچشی زمانی  73/0 70/0 80/0 77/0

--- --- 61/0 63/0 
 کپارچهیمتحرک  نیانگیم

 ی ونیخودرگرس

 پرافت  66/0 63/0 --- ---

 د یشد انیگراد تیتقو 73/0 71/0 78/0 75/0

 ماشین تقویت گرادیان سبک  71/0 68/0 76/0 73/0

 مدل زبانی تنظیم دقیق شده  82/0 80/0 88/0 87/0

 پژوهش  های یافته: مأخذ

اخبارکه    شودیم  ملاحظه گرفتن  نظر  عملکرد    یاملاحظه  قابل  ری تأث   ،در  بهبود  در 
  نیاست. ا  زبانی بزرگمدل    یخروج  ج،ینتا  ن یدر ا  گریجالب د  کتهننرخ ارز دارد.    ین یبش ی پ

حالت    ن یتر. در سادهاما مشکلاتی نیز دارد  موجود دارد   یهامدل  ن یرا در ب  جهی نت  ن یمدل بهتر
آن، اطلاع    عملکرد  است که ما از داخل آن و نحوه  اهی س  جعبه  ک یمدل مشابه    ن یعملکرد ا

  یوقت  گر، ی. به عبارت دکندیمدل را کم م  یخروج  یریرپذی مسئله تفس   ن ی . امی ندار  یقی دق
 ل یکرده و دلا  یابیبی مدل را ع  قی طور دق به  توانیبا کاهش دقت مواجه شوند، نم  هاین یبش ی پ

  ییهامدل  یدر تمام  یطور کلو به  گرید  یهامسئله در مدل  ن یافت عملکرد را متوجه شد. ا
انت  یحفاظت و ص  گر، ید  منبع آنها در دسترس است، وجود ندارد. مسئله  و کد   ی سازادهی که پ 

  یو ارگان  یارزش سازمان  یمورد استفاده دارا   یهااز کاربردها، داده  یاری هاست. در بساز داده
 آن سازمان است. لذا با وجود   یهااستی خلاف س  ،یمرجع خارج   کیبوده و ارسال آنها به  
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و اهداف بلندمدت    یملاحظات سازمان  دیدر استفاده از آن با  ،زبانی بزرگعملکرد بهتر مدل  
 را لحاظ کرد.

 گیريبحث و نتیجه  .5
و  یمتن ،یعدد یهاداده، انواع داده قی مناسب و تلف ییپژوهش تلاش شده تا با بازنما ن یدر ا
کار گرفته شوند. نرخ ارز به  ی ن یبش ی مدل جامع به منظور پ  کی و در    گریکدیدر کنار    یا دسته
  ی ژگیو  یها، مهندسانواع داده  یعدد  ییها، بازنماداده  پردازشش یشامل پ  یشنهادی پ  کردیرو

راستا،    نیاست. در ا  قی عم  یری ادگیبر    ی مبتن   ن یماش  یری ادگیداده و آموزش مدل    قی و تلف
، ریتکرارپذ  یعصب   یهاشبکه  ی هاجمله مدلاز   نیماش  یری ادگی  یهااز مدل  یاگسترده  فی ط

بلند و همچن، حافظه کوتاهدار دوطرفهمدل واحد بازگشتی حافظه   ی زبان  ی هامدل  ن یمدت 
 ی مدل برا  ن یاند تا بهترآموزش و آزموده شده  ،یسازادهی پ  چهاراو- تیپیجیبزرگ مانند  

 نرخ ارز انتخاب شود.  ترقی دق ین یبش ی پ
بالاتر در درک    یی توانا  لی دار دوطرفه به دل حافظه  یاد که مدل واحد بازگشت نشان د  جینتا
  یسنت  یهانسبت به مدل  یعملکرد بهتر   ،یزمان  یهای و سر  ی متن  یهاداده  انی م  دهی چ ی روابط پ
م برخ   یون ی خودرگرس  کپارچه ی متحرک    ن یانگی مانند    گرید  قی عم  یری ادگی  یهامدل  یو 

علاوه مدل   ن،یابرداشت.  از  مانند    یزبان  یهااستفاده    جینتا  زی ن  چهاراو- تیپیجیبزرگ 
پ  یمطلوب داد  ی ن یبش یدر  محدود  ؛ ارائه  دسترس  یی هاتیهرچند  ا  یدر  وجود  مدل  نیبه  ها 

مهمی بود    های سازمانی نیز دغدغهکیت دادهمال   علاوه بر مشکلات دسترسی، مسئلهداشت.  
وهش تبدیل نکرد. ذکر این نکته نیز حائز اهمیت است  که این مدل را به انتخاب اول این پژ
به دلیل عدم اطلاع از ساختار صورت سرویس در  های زبانی بزرگ که بهداخلی مدل  که 
این مسئله نیز محدودیت دیگری    دشوار است.  هایابی آندسترس هستند، تفسیر نتایج و عیب

 است که احتمالاً در آینده مرتفع گردد.
ها براساس  مدل ییانجام شده و کارا یبندو کلاس ونی در هر دو حالت رگرس  هایابیارز

  از ی و نرخ صحت و امت  ون ی رگرس  یبرا  مربعاتمیانگین خطایو    مطلقمیانگین خطای  ی ارهای مع
F1 گزارش شده است یبندکلاس یبرا. 
و اخبار استفاده    یمتن   یها مدل جامع که از داده  کیکرده است با ارائه    یپژوهش سع   ن یا

و    لی ها به تحلمدل  ن یباشد. ا  ریپذمی تعم   زی ن  یاقتصاد  یمدلساز  یهاحوزه  گریبه د  کند،یم
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م  یترقی دق   یهاین یبش ی پ به  زیرا  کنندیکمک  اخبار  و  اطلاعات  کیعنوان  متون    یمنبع 
  ینگ یمانند نرخ تورم و رشد نقد  یسنت  ی اقتصاد  یهامعمولاً از شاخص  رگذار، ی أثو ت   ی الحظه
  ی هااز داده یری گپژوهش نشان داده که با بهره ن ی. اگذارندیخود را بر بازار م   ری تأث ترع یسر
ابزارها  توانیم  ،یعدد  یهادر کنار داده  ی متن  برا  افتیدست    یبهتر  ی ن یبش یپ  یبه    ی که 

آوری ایجاد  به عبارت دیگر، به دلیل نوع  خواهد بود.  دی مف   اری بس  یاقتصاد  و  یمال  یکاربردها
های  توان اطمینان حاصل نمود که تأثیر انواع داده در بازهها، میشده در پشتیبانی از انواع داده

فسیر و مدت، توسط مدل پیشنهادی قابل درک، تمدت و چه بلندزمانی مختلف، چه کوتاه
 بینی است. پیش 

توان آن را در آینده برای سایر  رویکرد اتخاذ شده در این مقاله مستقل از بازار بوده و می
ای در نظر گرفته  قطعهبازارها مانند بازارها سهام نیز گسترش داد. همچنین به دلیل ساختار قطعه

ا بنا بر نیاز تغییر داده،  مذکور ر   یک از چهار مرحله  ها در هریک از بخش   توان هرشده، می
تر استفاده کرده و یا  های مدرنتوان از جاسازیعنوان مثال میروز کرده و یا بهبود داد. بههب

 تری را نیز آزمایش کرد. های پیچیدهمدل  ،در صورت وجود منابع پردازشی 
فزودن  سازد، با اای را میسر میکه ساختار طراحی شده امکان پذیرش هر نوع دادهآنجااز

داده از  دیگری  مختلف جمعانواع  مراجع  از  که  شدهها  مدلآوری  کارایی  احتمالاً  ها  اند، 
به اخبار در شبکهافزایش خواهد داشت.  از  بسیاری  مثال  و کانالعنوان  اجتماعی  های  های 

منتشر میرسانپیام بشوند. دادهها  منابع میههای  این  از  به غنای مجموعه  دست آمده  تواند 
 اده بیفزاید.د

  ی مدلساز  یتر براهوشمندتر و جامع  یهادر جهت توسعه مدل  یمقاله گام  ن ی ا  ت،ینها  در
د.  کن   لی خود دخ  یهاین یبش ی و پ  هالی در تحل  زی را ن  یمتن   یهاداده  دتوانیاست که م  یاقتصاد

  ی تردهی چیپ  یهاتر و مدل گسترده  یمتن   یهااز داده  ندهیآ  قات یکه در تحق   شودیم  شنهادی پ
 . میابیدست  یو اقتصاد یدر حوزه مال یتریو کاربرد ترقی دق  جیاستفاده شود تا به نتا

 تعارض منافع 
 . تعارض منافعی وجود ندارد
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  ی مصنوع   ی عصب  ی ها شبکه  ی ر ی کارگ (. به 1387)  معصومه.   ، ی ن ی و کاظم  اصر ن  ا، ی ، موحدن یدکمیل س   ، ی ب ی ط 
روند نرخ ارز   ی ن ی ب ش ی : پ ی اقتصادسنج   ی ها آن با روش   سه ی و مقا   ی اقتصاد   ی رها ی متغ   ی ن ی ب ش ی در پ 
 . 199- 104،  43،  ( ف ی شر   ی علوم مهندس   ژه ی )و   ت ی ر ی و مد   ع ی صنا   ی مهندس .  ران ی در ا 

مقا 1392)   لی. ع   ، یی رزا ی م و اکرم   رش آ   ، ی ، احمد هرام ش   ، ی فتاح  الگور   سه ی (.  با    ک ی ژنت   تم ی دقت روش 
 :doi  . 136- 113،  96  ، ی اقتصاد   ی ها است ی مطالعات و س نرخ ارز.    ی ها ی ن ی ب ش ی پ   گر ی د   ی ها روش 
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 (NARDL  .) 171- 147(،  4) 5  ، ی اقتصادسنج   ی ساز مدل . 

doi: 10.22075/jem.2021.22243.1547  
جواهر سین ح   مرزبان،  اکبر   هنام ب   ، ی ،  ) رضا   ان، ی و    ی اقتصادسنج   ی ها مدل   ن ی ب   سه ی مقا   ک ی (.  1384. 
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dor: 20.1001.1.00398969.1384.40.2.8.6 
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