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BACKGROUND AND OBJECTIVES: The role of the insurance industry is changing nowadays. The reason 
is that companies are using new analytical methods to predict losses and risks, and these methods 
help them assess potential risks. In this era, traditional business models and old methods have always 
been under threat from technology. New insurance companies are using the power of innovative 
technologies to eliminate the traditional leaders of the insurance market. The protection provided to 
the insured against risks and the proposed solutions provided to deal with risks are obtained through 
services designed to identify potential risks, and these services can be used to warn of danger (in high-
risk cases). As a result, these services will be the most important distinction of these companies and 
the key to their success in the future. Powerful artificial intelligence and analysis of large volumes of big 
data give insurers the power to move towards predicting losses and incidents. The more information 
insurance companies have about their policyholders, the better they can use these valuable data to 
predict policyholders’ behavior and create a historical profile for each individual, thereby reducing the 
volume of claims and associated risks. Insurance companies enjoying leverage innovative technologies 
have a significant opportunity for growth. However, those that continue to rely on basic questions 
such as age, gender, and occupation to determine premiums are unlikely to survive in the digital era 
and amidst the rise of insurtech. Insurers that fail to adopt predictive analytics and continue to use 
outdated traditional systems may experience longer delays in processing and paying claims compared 
to innovative companies. This gap will allow tech-driven insurers to attract more customers and cover 
a wider range of policyholders in the long term. Insurance data often contains nonlinear and complex 
relationships that simple models—such as linear regression or decision trees—cannot fully capture 
or model effectively. These companies are also faced with vast volumes of data. Traditional methods 
such as general linear models often fail to identify complex patterns in insurance data. Therefore, 
we seek to improve existing methods by applying modern techniques such as deep learning, since 
deep neural networks can more accurately identify complex patterns in insurance data, process large 
datasets efficiently, and uncover hidden insights. Deep learning, with the ability to identify nonlinear 
relationships and complex patterns, can overcome these limitations. In this paper, a method to improve 
the performance of deep learning using sequential deep regression techniques is presented. The 
proposed approach is a combination of deep learning and sequential models. Long Short-Term Memory 
(LSTM) neural networks are used to model time series data. 
METHODS: In this study, data spanning the past seven years from Alborz Insurance Company—
specifically related to the issuance and loss records of fire insurance policies—has been systematically 
utilized to analyze and forecast potential losses in this domain. The methodology places a strong 
emphasis on comprehensive data pre-processing, including cleaning, normalization, and transformation 
to ensure the reliability and quality of the input data. In the feature engineering stage, various 
techniques were applied to extract the most informative and relevant attributes from the raw dataset. 
Out of a total of 40 initially selected features, the top 20 features were identified through statistical 
analysis and machine learning-based selection methods. These refined features were then used to train 
the deep learning models. The proposed method is a hybrid approach that combines deep learning 
with sequential modeling techniques. Specifically, Long Short-Term Memory (LSTM) neural networks 
were employed due to their ability to capture time-dependent patterns in sequential data, making them 
particularly suitable for modeling the temporal dynamics inherent in insurance data over multiple years.
FINDINGS: The study involved the evaluation and comparison of multiple machine learning algorithms, 
including traditional models and advanced deep learning techniques. The results demonstrated that the 
proposed sequential deep regression approach significantly outperforms conventional models such as 
general linear models and decision trees. Notably, the LSTM-based model provided higher prediction 
accuracy and demonstrated superior performance in identifying complex, nonlinear patterns within 
the data. Key findings highlight the critical role of temporal features in enhancing prediction reliability 
and show that incorporating time series analysis is essential for improving the accuracy of damage 
occurrence forecasts in fire insurance.
CONCLUSION: The results of this research underscore the effectiveness of combining deep learning 
techniques with sequential models for predicting fire insurance losses. Using the confidential and 
comprehensive issuance and claims dataset from Alborz Insurance Company over seven years, the 
proposed hybrid model was capable of delivering better performance in comparison to previous 
methods. The approach not only improved the precision of predictions but also offered a more robust 
and scalable solution for risk assessment. Overall, the use of LSTM-based deep learning models 
represents a significant advancement in the insurance industry’s ability to make data-driven decisions 
regarding premium setting, policy issuance, and risk mitigation strategies.
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مقاله پژوهشی 
 پیش بینی خسارت با استفاده از تکنیک های رگرسیون عمیق متوالی در روش های یادگیری عمیق 

مونا پرستش1،*، ضیاءالدین بهشتی فرد2 ، عباس راد3 

 1دانشجوی دکتری، گروه مهندسی کامپیوتر، دانشکده فنی و مهندسی، واحد تهران جنوب، دانشگاه آزاد اسلامی، تهران، 

ایران

 2مربی، گروه مهندسی کامپیوتر، دانشکده فنی و مهندسی، واحد تهران جنوب، دانشگاه آزاد اسلامی، تهران، ایران

 3 استادیار، گروه مدیریت، دانشکده مدیریت و حسابداری، دانشگاه شهید بهشتی، تهران، ایران

پیشینه و اهداف: یکی از چالش های مهم شرکت های بیمه‌ تعیین نرخ بهینة ‌بیمه نامه های اموال مانند خودرو 
و آتش سوزی است. اگر شرکت بیمه بتواند امکان وقوع خسارت را در یک ‌بیمه نامه تشخیص دهد، تصمیمات 
مؤثر و بهتری در تعیین نرخ بیمه‌، میزان تخفیف اختصاص یافته به ‌بیمه نامه یا تصمیم‌گیری دربارة تمدید 
آن ‌بیمه نامه خواهد داشت. شرکت های بیمه و خبرگان رشتة صدور و خسارت‌، به‌دنبال روش های جدیدی 
برای ارزیابی ریسک مشتریان و ‌بیمه نامه ها از طریق پیش‌بینی وقوع خسارات احتمالی در این رشته هستند. 
روش‌های سنتی مانند مدل های خطی عمومی )GLMs( غالباًً در شناسایی الگوهای پیچیده در داده های بیمه 
ناکام‌اند. یادگیری عمیق با توانایی شناسایی روابط غیرخطی و الگوهای پیچیده می تواند این محدودیت ها را 
رفع کند. در این مقاله روشی برای بهبود عملکرد یادگیری عمیق با استفاده از تکنیک های رگرسیون عمیق 
ترتیبی ارائه شده است. رویکرد پیشنهادی ترکیبی از یادگیری عمیق و مدل های ترتیبی است. از شبکه های 

حافظة طولانی کوتاه مدت )LSTM(  برای مدل سازی داده های سری زمانی استفاده می شود.
روش شناسی: در این مقاله از داده های 7 سال اخیر صدور و خسارت بیمة آتش سوزی شرکت بیمة البرز 
برای بررسی و پیش‌بینی خسارت در این رشته استفاده شده است. در این مقاله با تمرکز بر پیش پردازش 
داده ها و استخراج ویژگی های برتر برای ارائة بهترین نتیجه و پس از اعمال روش های مختلف استخراج 
ویژگی، در نهایت از مجموع 40 ویژگی، 20 ویژگی انتخاب و سپس با استفاده یادگیری عمیق آموزش داده 
شد. رویکرد پیشنهادی، ترکیبی از یادگیری عمیق و مدل های ترتیبی با استفاده از شبکه های حافظة طولانی 

کوتاه مدت )LSTM( برای مدل‌سازی داده‌های سری زمانی استفاده‌ می‌کند.
یافته ها: در این مقاله با بررسی روش های مختلف یادگیری ماشینی روی داده های صدور و خسارت شرکت 
بیمه‌، این نتیجه به دست آمد که مدل رگرسیون عمیق ترتیبی نسبت به روش های سنتی عملکرد بهتری 

دارد. بهبود دقت پیش‌بینی، قابلیت اطمینان بالاتر و تأکید بر اهمیت ویژگی های زمانی از نتایج اصلی‌اند.
نتیجه‌گیری:  بهینه‌سازی فرایندهای ارزیابی ریسک و خسارت از طریق مدل های یادگیری عمیق می تواند به 
ارائة نرخ های  حق‌بیمه دقیق تر و کاهش ضررهای ناشی از پرداخت های نامناسب منجر شود. همچنین، استفاده 
از این مدل ها می تواند به شرکت های بیمه کمک کند تا استراتژی های مدیریت ریسک بهتری اتخاذ کنند و 
فرایندهای کشف تقلب را بهبود بخشند. این موضوع به‌ویژه در بیمه های آتش سوزی، که خسارت های مالی 

سنگینی به همراه دارند، از اهمیت بالایی برخوردار است.
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 مقدمه
امروزه نقش صنعت بیمه در حال تغییر است. به این دلیل که 
و  خسارت  پیش بینی  برای  جدیدی  تحلیلی  روش های  از  شرکت ها 
ریسک استفاده می کنند که این روش‌ها به آن ها در بررسی ریسک 
موجود کمک خواهد کرد. در عصر حاضر مدل های کسب وکار سنتی و 
روش های قدیمی همواره در معرض تهدید فنّّاوری بوده اند. شرکت های 
تا  می کنند  استفاده  نوآورانه  فنّّاوری های  قدرت  از  جدید  بیمه ای 
و حفاظتی  ببرند. حمایت  بین  از  را  بیمه  بازار  پیشگامان همیشگی 
که در مقابل ریسک ها از بیمه گذار می‌شود و راه حل های پیشنهادی 
که برای مقابله با ریسک ارائه می گردد، از طریق سرویس های هشدار 
این  تمایز  وجه  مهم ترین  سرویس ها  این  و  می آید  دست  به  خطر 
شرکت ها و کلید موفقیت آن ها در آینده خواهد بود. هوش مصنوعی 
قوی و تحلیل حجم زیادی از اطلاعات داده های حجیم1 به بیمه گران 
این قدرت را می دهد که به سمت پیش بینی خسارت و حوادث حرکت 
بیمه گذاران  از  بیمه  شرکت های  که  اطلاعاتی  میزان  هرچه  کنند. 
در اختیار دارند بیشتر باشد، آن ها خواهند توانست از این اطلاعات 
ارزشمند برای پیش بینی رفتار بیمه گذاران استفاده نمایند و برای هر 
بیمه گذار فایلی از اطلاعات گذشته او تهیه کنند تا به این وسیله حجم 
خسارات و ریسک را کاهش دهند. می توان گفت شرکت های بیمه ای 
که بخش عظیمی از فنّّاوری های نوآورانة نسل بعد را دربرمی گیرند، 
فرصت رشد بسیار زیادی در اختیار دارند. اما شرکت های بیمه ای که 
کار  و  جنسیت  سن  مثل  ساده ای  سؤالات  به  تعیین  حق بیمه  برای 
بسنده می کنند، بعید است در عصر دیجیتال و با پیشرفت اینشورتک 
بتوانند به کار خود ادامه دهند. در حقیقت اگر بیمه گران »تحلیل  های 
پیش بینانه« را به کار نبرند و سیستم سنتی گذشته را اعمال کنند، 
تأخیر  دچار  خسارات  پرداخت  در  نوآور  شرکت های  با  مقایسه  در 
این  که  شرکت هایی  می شود  باعث  امر  همین  می شوند.  بیشتری 
سیستم را در کار خود اعمال کرده اند، مشتریان بیشتری جذب کنند 
و در طولانی مدت طیف وسیعی از بیمه‌گذاران را دربرگیرند. استفاده 
از روش های سنتی یادگیری ماشین مانند رگرسیون خطی ، درخت 
تصمیم و ... در مقادیر بالا و موارد خاص دارای خطای بالایی بوده و 
به همین دلیل در پی استفاده از روش های جدیدتر مانند یادگیری 

عمیق و بهبود این روش ها هستیم.

 مبانی نظری پژوهش
 ارزیابی ریسک بیمه 

تعنص ميبة روشك ار می تونا مؤسسة بیمة رزبگی ضرف درك هك 
رد همة هتشر اعفلیت های  بیمهيا فلتخم تيلاعف دراد. اگر ميهاوخب 
‌عيمجت ریسک های بیمه گری ار يارب كي  مؤسسة  بیمه نيعم ماجنا 
ميهد نكمم تسا نآ  مؤسسة  بیمه رد همة هتشر  فعالیت هاي  بیمهيا 
تيلاعف هتشادن دشاب؛ نياربانب رد نيا تلاح ناكما دمل سايز راتخاس 
بیمه گری همة هتشر  فعالیت هاي  بیمهيا  نيب ریسک هاي  اوبستگی 
هباشم نيمه  هتبلا  دوب.  دهاوخن  رسيم  نآ  مؤسسة  بیمه  ياههداد  اب 

1. Big Data

قيقحت ار می توان يارب ره  مؤسسة بیمة يضرف اب ياههداد هطوبرم 
ماجنا داد و زا جياتن آن هرهب درب )رستمی و همکاران، 1401(.

زا كسير بیمه گری، يياهكسير تسا هك  مؤسسه  بیمه  روظنم 
ليلدهب رودص  بیمههمان اي لوبق يياكتا اب نآ هجاوم تسا2 مؤتاسس 
 بیمه اب رودص  بیمههمان و رد لابق تفايرد قحبیمه زا نايرتشم دهعتم 
می شوند هك هنگام عوقو تارطخ تحت پوشش  بیمه، نايز هدراو هب 
پرتخاد  تراسخ  آن ها  هب  و  ناربج  ار  دوخ  بیمه گران  و  نايرتشم 
دننك. نيا مؤتاسس روظنمهب نانيمطا زا يياناوت يلام خود رد ماجنا 
تادهعت و پرتخاد تراسخ رد رودة يراج و ياههرود يتآ، يشخب 
می کنند؛  نگهداری  رياخذ  بیمهيا3  تروصهب  ار  قحبیمه  دمآرد  زا 
دنرخيم.  ار  هيامرسگذاری  دارایی های  رياخذ،  نيا  لحم  زا  سپس 
تراسخ  پرتخاد  رد  تكرش  دقن  هوجو  و  دارایی ها  تيافك  مدع 
نايرتشم، بيسآ رزبگی هب موادت تيلاعف  مؤسسة  بیمه دهاوخ دز و 
 رد تايبدا  بیمه هب نيا تيعضو »مدع اوتنگری املی«4 گفته می شود

 )میرباقری جم و همکاران، 1401(.
 تجمیع ارزیابی ریسک برای  بیمه نامه ها و خسارت های قبلی بر 
روی اقلام اطلاعاتی مؤثر، روشی کلیدی برای شرکت های بیمه است. 
مثلًاً در بیمة خودرو اگر فقط پرداخت خسارت برای یک  بیمه نامه را 
بررسی کنیم، قطعاًً برای ارزیابی ریسک نامناسب و کاملًاً نادقیق است. 
درحالی که اگر این ارزیابی ریسک خسارت بر روی 100 هزار  بیمه نامة 
مشابه قبلی انجام شود، می توان برای ارزیابی و پیش بینی با دقت قابل 

 .)Lentz et al., 2015( قبولی استفاده کرد

 پیش بینی خسارت و روش های یادگیری ماشینی 
یادگیری  روش های  بیمه،  صنعت  در  خسارت  پیش بینی  برای 
ماشینی مختلفی استفاده می شود که هریک ویژگی ها و مزایای خود 

را دارند. در اینجا چند نمونه از این روش ها را بررسی می کنیم

 )Decision Trees( الگوریتم های درخت تصمیم 
به صورت  که  است  ماشینی  یادگیری  مدل  یک  تصمیم  درخت 
ساختار درختی تصمیم گیری را از داده‌های آموزشی یاد می گیرد. این 
درخت از گره ها و لبه هایی تشکیل شده است که هر گره نمایندة یک 
ویژگی از داده و هر لبه نمایندة یک تصمیم یا یک شاخه از گره هاست. 
در پایان هر شاخه )یعنی برگ درخت(، یک پیش بینی یا یک کلاس 
از  می شود،  مراحلی  شامل  و  می گیرد  قرار  ورودی  داده های  برای 
مانند  براساس معیارهایی  انتخاب ویژگی، که در آن  جمله مرحلة 
انتروپی5، یا بهرة اطلاعاتی6، بهترین ویژگی برای جدا کردن داده ها 
داده ها  آن  در  که  داده  تقسیم  مرحلة  می شود ؛  انتخاب  یکدیگر  از 
تقسیم  زیرمجموعه  چند  یا  دو  به  ویژگی  بهترین  مقدار  براساس 
بازگشتی  به صورت  فرایند  این  که  ساخت درخت  می شوند؛ مرحلة 

2. نمجنا يللملانيب اکچوئری )IAA( كسير هميبگری ار هب ود هتسد »كسير بیمة زندگی« 
و كسير بیمة غیرزندگی« ميسقت هدرك تسا.

3. Technical provisions
4. Insolvency
5. Entropy
6. Information gain

http://(میرباقری جم و همکاران، 1401).
http://(میرباقری جم و همکاران، 1401).
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ادامه می یابد تا زمانی که شرایط پایانی برقرار شود، مانند رسیدن به 
حداقل تعداد نمونه در هر برگ یا عمق معین درخت. این الگوریتم ها 
به خوبی در تحلیل ریسک و تصمیم گیری دربارة قیمت گذاری بیمه و 
تخصیص سرمایه استفاده می شوند. از مزایای آن می توان به قابلیت 
توضیح پذیری بالا، قابلیت ارزیابی دقیق ریسک ها، و قابلیت استفاده از 

.)Hanafy & Ming, 2021( ویژگی های مختلف داده اشاره کرد

 )Clustering Methods(1. روش های خوشه بندی﻿
 این روش ها برای تشخیص الگوهای مشابه در داده ها و گروه بندی 
درون  داده ها  که  است  این  اصلی  هدف  می شوند.  استفاده  خطرات 
با یکدیگر متفاوت  هر خوشه به طور مشابهی عمل کنند و خوشه ها 
در  پنهان  روابط  و  الگوها  شناسایی  به  می تواند  خوشه بندی  باشند. 
داده ها کمک کند که از طریق روش های سنتی مشخص نمی شوند. 
با استفاده از خوشه بندی می توان ابعاد داده را کاهش داد و به تحلیل 
براساس  پرونده ها  یا  تفکیک مشتریان  با  تفسیر آن ها کمک کرد.  و 
خطرات مشابه، بیمه گذاران می توانند مدیریت ریسک بهتری داشته 
باشند، و از مزایای آن یعنی امکان شناسایی گروه های خطرات مشابه 
انجام خوشه بندی نخستین مرحله  برای  ببرند.  بهره  تقلب  و کاهش 
 hierarchical یا   k-means مانند  خوشه بندی،  الگوریتم  یک  انتخاب 
خوشه هاست  تعداد  تعیین  به  نیاز  معمولًاً  سپس  است.   clustering

است مانند ضریب سیلوئت7  براساس معیارهایی  انتخاب  بهترین   که 
.)Hu & O’Hagan, 2020( 

)Advanced Statistical Methods( 2. روش های آماری پیشرفته﻿
این روش ها معمولًاً بر پایة روش های آماری پیچیده تری از جمله 
رگرسیون خطی یا غیرخطی، تحلیل عاملی، تحلیل خوشه ای و مانند 
استخراج  و  داده ها  دقیق  تحلیل  برای  روش ها  این  هستند.  آن ها 
اطلاعات کلیدی برای پیش بینی خسارت استفاده می شوند. از جملة 
و  غیرخطی  خطی ،  رگرسیون  روش های  به  می توان  روش ها  این 
ابعاد و  تحلیل های خوشه ای اشاره کرد. از این روش ها برای کاهش 
تحلیل ساختاری و همچنین امکان مدیریت بهتر ریسک ها استفاده 
داده های  دقیق  تحلیل  در  توانایی شان  به دلیل  روش ها  این  می شود. 
پیچیده و شناسایی الگوهای پنهان، از اهمیت ویژه ای برخوردارند و 
در صنعت بیمه بهبود درخور توجهی را در فرایندهای تصمیم گیری و 
مدیریت ریسک ایجاد کرده اند. در زمینه های مدل سازی و پیش بینی 
بهینه سازی  مختلف،  ریسک های  تحلیل  به  می توان  خسارت ها ، 
اشاره  بهبود مدیریت ریسک ها  و  تقلب  بیمه و کاهش  قیمت گذاری 

.)Jing et al., 2018( کرد

 )Deep Neural Networks - DNNs(  3. شبکه های عصبی عمیق﻿
شبکه های عصبی یکی از قدرتمندترین و پرکاربردترین روش های 
پایة  بر  محاسباتی  مدل  یک  به عنوان  که  هستند  ماشینی  یادگیری 
انسان طراحی شده اند. این شبکه ها به دلیل  عملکرد سیستم عصبی 

7.  Silhouette Coefficient

تحلیل  تصویر،  پردازش  پیچیده،  الگوهای  یادگیری  در  توانایی شان 
از جمله  کاربردها  و  از صنایع  بسیاری  در  داده ها  پیش بینی  و  متن 
در  قابلیتشان  به دلیل  همچنین  می شوند.  استفاده  نیز  بیمه  صنعت 
پیچیده،  الگوهای  شناسایی  توانایی  و  بزرگ  داده های  از  یادگیری 
لایه  و  نورون  تعدادی  از  عصبی  شبکه های  معماری  توجه اند.  مورد 
تشکیل شده و دارای انواع مختلفی مانند شبکة عصبی بازگشتی8 یا 
بالا در پیش بینی ها،  این روش دقت  مزایای  از  9 هستند.  کانولوشن 
قابلیت انعطاف پذیری برای استفاده از انواع مختلف داده ها، و توانایی 

بهبود پیش بینی ها در طول زمان است.
با ویژگی ها و مزایای خود، در پیش بینی  این روش ها  از  هریک 
خاص  نیازهای  به  بسته  و  دارند  اهمیت  بیمه  صنعت  در  خسارت 
می شوند  انتخاب  موجود،  داده های  نوع  و  بیمه  شرکت های 

.)Abdulkadir & Fernando, 2024(

 مروری بر پیشینة پژوهش
با مورد توجه قرار گرفتن روش های هوش  و  در سال های اخیر 
الگوریتم های  از  استفاده  به  تمایل  ماشین ،  یادگیری  و  مصنوعی 
یادگیری ماشین در صنعت بیمه نیز افزایش یافته و د ر تحقیق های 
ارزیابی  و  خسارت  پیش بینی  مشتریان،  خوشه بندی  برای  متعددی 
در  کرده اند.  استفاده  روش ها  این  از   ... و  مناسب  نرخ دهی  ریسک، 
ادامه برخی پژوهش های انجام شده در سال های اخیر بررسی می شود

رئیسی وانانی و همکاران )1402( در پژوهشی برای پیش بینی 
خسارت رشتة آتش سوزی از روش های یادگیری ماشین و همچنین در 
نهایت از یادگیری عمیق استفاده کردند که در نهایت در قالب برنامه ای، 
ورودی هایی از  بیمه نامه را دریافت می کند و پیش بینی احتمال وقوع 
)1400( همکاران  و  معنوی  برمی گرداند.  کاربران  به  را   خسارت 

 در پژوهش خود یک روش برای پیش بینی امکان رخداد خسارت در 
 بیمه نامه‎های شخص ثالث خودرو ارائه کردند. در روش پیشنهادی از 
روش های یادگیری ماشین استفاده شده و پس از استخراج ویژگی های 
مؤثر برای تشخیص خسارت یا عدم خسارت از  بیمه نامه ها ، به کمک 
مدل  یک  به دست آمده  ویژگی‌های  و  ماشین  یادگیری  روش های 
نهایت  امکان وقوع خسارت، آموزش داده می شود که در  پیش بینی 
با استفاده از این مدل می توان در زمان فروش  بیمه نامه امکان وقوع 

خسارت و ریسک فروش  بیمه نامه را پیش بینی کرد.
برای  جمعی  یادگیری  از   )1402( همکاران  و  نودهی  تجددی 
لجستیک،  رگرسیون  مانند  متعدد،  رگرسیون  روش های  ترکیب 
بیمه گذاران  درمانی  هزینه های  پیش بینی  برای  عصبی  شبکه های 

استفاده کردند.
داده های  با  مسائل  برای  ترکیبی  روش  یک  راوی  و  ساندرکمار 
کلاهبرداری ها  خودکار  کشف  به  قادر  که  کردند،  ارائه  غیرمتوازن 
.)Sundarkumar & Ravi, 2015( است  بیمه  شرکت های   در 

 تاکور و سینگ مطالعه ای د ربارة مشتریان بیمة خودرو انجام داده و 
از الگوریتم بهبو یافته تری نسبت به روش k-means استفاده کرده اند 
8. RNN (Recurrent Neural Network)
9. CNN (convolution Neural Network)
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که با توجه به ویژگی های خاص مشتریان قدرت پیش بینی عملکرد 
.)Thakur & Sing 2013( مشتریان را افزایش می دهد

پیش بینی  برای  استفاده  مورد  روش های  سریواتسا  و  بالاجی 
الگوریتم های  آن ها  کرده اند.  طبقه بندی  را  عمر  بیمة  برای  داده ها 

برای  را  بیزی  بیز و شبکه های  نایو  مختلفی چون روش دسته بندی 
.)Balaji & Srivatsa, 2012( دسته بندی داده ها ارزیابی کرده اند

 پسانتِِز – ناروائز و همکاران از دو روش رقیب XGBoost و رگرسیون 
لجستیک، برای پیش بینی فراوانی خسارت های بیمة خودرو استفاده 

 

  هانتايج و يافته  روش تحقيق   و سال انتشار  نويسنده  عنوان مقاله 
�s�ma�ng the demand factors 
and willingness to pay for 

agricultural insurance  

(Gulseven, 2020)
 

Logis�c Mode هاي آماري خطي و غيرخطي به تخمين اين مقاله با كمك روش
  پردازد.احتمال خردي بيمة كشاورزي ازسوي مردم مي

Bias regulari�a�on in neural 
network models for general 

insurance pricing  

(Wüthrich, 2019)Neural network 
models  

روش پيشاز  براي  عصبي  شبكة  بيمه هاي  در  قيمت  بيني 
  استفاده شده است. 

Machine Learning Approaches 
for Auto Insurance Big Data  

(Hanafy & Ming, 
2021) 

لجستيك  رگرسيون 
XGBoost  

 Random Forest 

هاي بزرگ در بيمة خودرو  از جنگل تصادفي براي تحليل داده 
كرده روشاستفاده  از  و  اند.  لجستيك  رگرسيون  مانند  هايي 

XGBoost  .نيز در مقايسه استفاده شده است  
�redic�on of motor insurance 
claims occurrence as an 
imbalanced machine learning 

problem .  

(Baran &  Rola, 
2022) 

لجستيك،   رگرسيون 
جنگل  تصميم،  درخت 

،  xgBoostتصادفي،  
  خور شبكة پيش

بيني ادعاهاي بيمة ها در پيشمشكلات ناشي از عدم توازن داده
روش از  است  پرداخته  مانند  خودرو  استفاده   SMOTEهاي 

  شده است

A deep learning model for 
insurance claims predic�ons. 
����n�l� �n� ����ci�l�

Intelligence  

(Abdulkadir & 
Fernando, 2024) 

loss reserving - 
deep learning  

شبكه ترتيبي  مدل  عميق  از  عصبي   Se�uen�al)هاي 
deep regression)   توابع مختلف  عملكرد  تأثير  و 

  ) استفاده شده است. ReLU vs Swish سازي (فعال
�redic�on of automobile 
insurance claims using deep 

neural networks 

(Reddy et al., 
2024) 

Newral network شبكه پيشاز  براي  عميق  عصبي  وقوع هاي  احتمال  بيني 
  كند.خسارت در بيمة خودرو استفاده مي

�orecas�ng the mo�ements of 
Bitcoin prices: An applica�on 
of machine learning algorithms  

(Pabuçcu et al., 
2020) 

بردار ماشين هاي 
) )،  SVMپشتيبان 

مصنوعي   عصبي  شبكة 
)ANN خليج هاي )، 

 )NBساده (

هاي مختلف بيني قيمت بيت از روشدر اين مقاله براي پيش
پشتيبانرگريسيون بردار  عصبي ،  شبكة  و  تصادفي  جمگل   ،

  استفاده شده است. 

An interac��e machine-
learning-based electronic fraud 
detec�on system in healthcare 

insurance 

(Kose et al., 2015)
 

Machin learning 
metods  

هاي مختلف يادگيري  در اين مقاله براي كشف تقلب از روش
استفاده شده   پشتيبان  بردار  و  مانند رگرسيون خطي  ماشين 

  است. 
�redic�on of claims in e�port 
credit finance: A comparison of 

four machine learning 

(Bärtl & 
Krummaker, 

2020) 

عصبي  شبكه هاي 
روش  و  هاي احتمالي 

 يادگيري ماشين 

) ماشين  يادگيري  روش  (MLچهار  تصميم  (درخت   (DT  ،(
(جنگل تصادفي  شبكهRFهاي   ،() عصبي  و  NNهاي   (
احتمالي  شبكه عصبي  پيش (PNN)هاي  بر  را  دقيق )  بيني 

  كند.ادعاهاي بيمه اعتبار صادراتي ارزيابي مي

A Compara��e �tudy of Data 
Mining Algorithms in the 
�redic�on of Auto Insurance 

Claims 

(Weerasinghe & 
Wijegunasekara, 

2016) 

هاي يادگيري الگوريتم
 ماشين 

هاي مختلف يادگيري ماشين براي در اين مقاله به مقايسة روش
  بيني خسارت خودرو پرداخته شده است. پيش

Discussion of “Machine 
learning applica�ons in non-

life insurance 

(Banks, 2020)يادگيري الگوريتم هاي 
 ماشين 

هاي نگهداري براي بيمة خانگي و سپس مشكل مقايسة مدل
  شود.گذاري پويا براي بيمة موتور آنلاين ارائه ميقيمت

Using Machine Learning to 
Be�er Model Long-�erm Care 
Insurance Claims. North 

American 

(Cummings & 
Hartman, 2022) 

بيني هاي سري زماني در يادگيري ماشين و پيشبهبود روش هاي زماني سري
  خسارت.  
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از  بهتر  کمی   XGBoost مدل  که  می دهد  نشان  مطالعه  این  کردند. 
.)Pesantez-Narvaez et al., 2019( رگرسیون لجستیک است

عبدالهادی و همکاران در این تحقیق از چهار طبقه بندی کننده 
برای پیش بینی وقوع خسارت استفاده کرده اند، از جمله الگوریتم های 
روش های  بر  بهبودی  که   nave Bayes و   XGBoost، J48، ANN

طبقه بندی بود و در این تحقیق نیز مدل XGBoost در بین چهار مدل 
 .)Abdelhadi et al. 2020( بهترین عملکرد را داشت

روش های  خود  پژوهش  در  همکاران  و  گریز   ، 2020 سال  در 
برای  ترکیبی  مدلی  و  کردند  تلفیق  را  پیش بینی  مختلف 
دادند ارائه  غیرزندگی  بیمه ای  خسارت های  دقیق تر   پیش بینی 

.)Grize et al., 2020( 
بوخر و روزنستوک مدل نوآورانه ای در سطح بالاتر و با بهره گیری 
از شبکة عصبی برای پیش بینی تعداد خسارت ارائه کرد ه اند که دارای 
خسارت های  پیش بینی  برای  ماکرو  سطح  از  و  بوده  مطلوبی  نتایج 

.)Bücher & Rosenstock, 2023( آینده استفاده کرده است
برخی دیگر از پژوهش های انجام شده در این زمینه را در جدول 

زیر می توان مشاهده کرد:

﻿Data Set10 و مدل پیشنهادی 

برای نمونة آماری در این پژوهش از داده های صدور و خسارت 
مربوط به 7 سال از  بیمه نامه های رشتة آتش سوزی شرکت بیمة البرز 
استفاده شده است که اطلاعات سال های 1395 تا 1402 را شامل 
می شود. در این فواصل زمانی حدود 3 میلیون  بیمه نامة آتش سوزی 

صادر و حدود 60 هزار پروندة خسارت ثبت شده است.
به منظور رفع مشکل داده های نامتوازن در دیتاست مورد نظر ، 
با روش های  استفاده شده و همچنین  balancing دیتا  از روش های 
نمونة استفاده شده در پژوهش .10

هدش ماجنا یاه شهوژپ هنومن -1 لودج

مختلف پیش پردازش ، داده های مورد نظر اصلاح و نواقص احتمالی 
برطرف گردیده است.

رشته  در  بیمه  صنعت  خبرگان  و  کارشناسان  بانظر  ابتدا ،  در 
از  و  استخراج  خسارت  وقوع  در  گزار  تاثیر  اطلاعات  آتش سوزی، 
دیتابیس بیمه ای شرکت ، تهیه گردید. سپس با استفاده از روش های 
استخراج ویژگی ، تعداد 10 ویژگی انتخاب و در الگوریتم‌های مورد نظر 
استفاده شد. در ابتدا با استفاده از روش‌های درخت تصمیم ، رگرسیون 
و در نهایت یادگیری عمیق ، مدل با داده های آموزی ، آموزش و تست 
آموزش  نظر ،فرایند  مورد  ترکیبی  روش  از  استفاده  با  گردید.سپس 

تکرار و دقت دوباره بررسی شد. 

 روش شناسی پژوهش
در  که  می کنید  مشاهده  را  تحقیق  اجرای  الگوریتم   3 در شکل 
مرحلة انتخاب داده ها شامل پرس‌وجو دربارة‌ نحوة انتخاب ویژگی ها ، 
جمع‌آوری داده ها‌، از دیتابیس بیمه‌ای شرکت بیمه البرز و ... بوده و 
سپس به صورت یک فرایند تکراری چندین مرحله پیش پردازش داده ها 
برای  کردیم.  پیدا  دست  هماهنگ  نسبتا  داده های  به  و  شده  انجام 
پیاده‌سازی این الگوریتم از زبان برنامه نویسی پایتون استفاده شده و 
خروجی ها در ادامه قابل مشاهده‌اند. سپس داده های مهم تر و با تأثیر 
بیشتر استخراج و با تقسیم به دو دستة آموزش و تست به مرحلة مدل 
یادگیری ارسال شدند. در این مرحله روی داده های آموزشی‌، آموزش 

اجرا و سپس با استفاده از داده های تست، دقت روش بررسی شد. 

مراحل انجام تحقیق عبارت اند از:
• بارگذاری و پردازش داده ها؛

• تقسیم داده ها به مجموعه های آموزشی و تست؛
• تعریف مدل یادگیری عمیق ترتیبی؛

  
  
  
  
  
  
  
  
 
 
 
 
 
 
 
 
 

  

پژوهش ديتاست  ةنمون .1شكل   

Figure 1. Sample research dataset 

شکل 1. نمونة دیتاست پژوهش
Fig. 1. Sample research dataset
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قلم اطلاعا��  نام �د�� ��ە د� ن��ن� ���ا���نام استفادە  ح اطلاعات    �� 

نامه نوع بيمه 1  PolicyIssueTypeId   عادی� ��ح 

نامه  نوع طرح بيمه 2  PolicyTypeId ،يرصنعتيغ ،يصنعت اصناف، ةميطرح ب طرح جامع خانوار، 
انبار  ،يمسكون  

نامه  بيمه ةزيررشت3  InsLineIdمسكوني، انبارسوزي صنعتي، غيرصنعتيآتش ،  

نامه  مدت بيمه4  dura�onنامه به روز بيمه ةطول دور  

نامه شهر صدور بيمه 5  InsItemCityId بندي شد)خطر طبقه ةنامه (كه با استان و منطقشهر صدور بيمه  

نامه  بازديد بيمه6  HasInspec�onIdبازديد انجام شده يا خير 
 قرارداد دارد يا خيرHasContractId قرارداد 7
بيمه دستي دارد؟حق8  HasAnnualPrmId  

خسارت داشته ؟  قبلاً 9  HasLastPolicyClaimHistoryId   

   IsMortgageId مرهوناتي است؟  10

، تجهيزات آلات و، ماشين، محصولات فلزي... ، شيشه وچوبAc��ityTypeId نوع فعاليت  11
 و.... 

....  ، چوبي و، فلزيگليConstruc�onTypeId نوع سازه  12  

خطر  ةمنطق13  DensityRiskTypeId منطقه تقسيم شده است   4به  

   IsMul��earDiscountRe�Id تخفيف چندساله دارد؟ 14

نامه داراي ذينفع است يا خير بيمهHasBenefId ذينفع دارد؟ 15  

  15تا  1از RiskClassId نوع پوشش 16

شده در پژوهش . اقلام اطلاعاتي استفاده 2شكل   

�igure 2� Informa�on items used in t�e researc� 

شکل 2. اقلام اطلاعاتی استفاده شده در پژوهش
Fig. 2. Information items used in the research   

   
 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 

  

Data Set 
پردازش پيش 

آموزش مدل 

تست داده ها 

 

يادگيری ماشين 

بينی خسارت پيش

وجو از اشخاص خبره پرس   

نامهمه يصدور ب ي لدهايف  يبررس  

ي بانك اطلاعات ي لدهايف  يبررس  

ي آمار يهاي بررس  

يقبل قاتيتحق يبررس  

. الگوريتم اجرای تحقيق 3شکل    

�����e 3� �e�ea��� ����e�e�ta��� a�����t��  
 

بينیپيش  

شکل 3. الگوریتم اجرای تحقیق
Fig. 3. Research implementation algorithm

﻿

﻿

﻿



288

نشریه علمی پژوهشنامه بیمه، دوره 14، شماره 4، پاییز 1404، شماره پیاپی 54، ص  294-281

• آموزش مدل و ارزیابی عملکرد؛
• بارگذاری و پردازش داده ها.

و  شدند  بارگذاری  دیتابیس  از  استخراج شده  داده های  ابتدا  در 
و  جست وجو  شامل  که  شد  انجام  آن ها  روی  پیش پردازش  مراحل 
گسسته سازی  عددی ،  اطلاعات  نرمال سازی   ، null داده های  اصلاح 
تعداد  و  داده های  بیمه نامه ها  چون  است.   ... و  توصیفی  اطلاعات 
بسیار  )تعداد خسارت ها  داشتند  توازن  عدم  وقوع یافته  خسارت های 
کمتر از تعداد  بیمه نامه بود( به منظور برقراری توازن بین داده ها، از 
با  خسارت  دارای  )داده های  شد  استفاده  مقادیر  به  وزن دهی  روش 
الگوریتم های مورد نظر  بیشتری وارد دیتاست شدند( و دوباره  وزن 

اجرا شدند. 
از میان 40 ویژگی استخراج شده برای  بیمه نامه ها ، 20 ویژگی با 
بیشتری  اثر  انتخاب شدند که  ویژگی  انتها  الگوریتم های  از  استفاده 
این  روی  یادگیری  الگوریتم های  کار  ادامه  در  و  داشتند  نتیجه  بر 
ویژگی ها آموزش داده شدند. در شکل 3 ویژگی های استخراج شده را 

در زبان پایتون مشاهده می کنید. 
سپس داده های پالایش شده به دو بخش آموزش و تست تقسیم 
شدند. عملیات یادگیری روی داده های آموزش انجام و روی داده های 

تست  اعتبارسنجی شد. 
پیچیده تر  داده های  می توانند  ترتیبی  عمیق  یادگیری  مدل های 
و با ویژگی های متنوع تر را پردازش کنند. این امر باعث می شود که 
این مدل ها بتوانند الگوهای پیچیده تری را در داده ها شناسایی کنند 
و پیش بینی های دقیق تری انجام دهند. در روش های یادگیری عمیق 
سنتی یکی از رایج ترین توابع فعال سازی تابع ReLU است که به دلیل 
 ReLU اما استفاده می شود.  به طور گسترده ای  آن،  کارایی  و  سادگی 
ممکن است در برخی موارد به مشکل »مرگ نورون ها« منجر شود 
که در آن برخی نورون ها هرگز فعال نمی شوند. در تحقیق پیش رو ، 
روش به کاررفته، ترکیبی از یادگیری عمیق و مدل های ترتیبی است 
مدل سازی  برای   )LSTM( کوتاه مدت  طولانی  حافظة  شبکه های  از  و 
 Swish تابع  از  این روش  داده های سری زمانی استفاده می شود. در 

به جای تابع relu استفاده شده است. 
تابع فعال سازی جدیدتری است که محققان گوگل   swish تابع 
آن را معرفی کرده اند. این تابع به دلیل گرادیان های نرم تر و توانایی 
مدل سازی روابط پیچیده تر در داده ها، عملکرد بهتری در مقایسه با 

را   Swish(x)=x⋅sigmoid(x) معادلة   Swish است.  داده  نشان   ReLU

دارد که باعث می شود به طور پیوسته فعال باشد و بهبود کارایی مدل 
را به همراه داشته باشد. 

Swish مزایای استفاده از تابع 
حذف  کامل  به طور  را  منفی  مقادیر   Swish بیشتر:  اطلاعات 
جریان  از  کمی  مقدار  به  تا  می دهد  اجازه  آن ها  به  بلکه  نمی کند، 
اطلاعات کمک کنند. این می تواند به یادگیری بهتر و استفادة مؤثرتر 

از تمام داده ها منجر شود.
 ReLU گرادیان های نرم تری نسبت به Swish گرادیان نرم تر: تابع
به بهبود فرایند بهینه سازی کمک می کند و  امر  این  تولید می کند. 

مشکلات مربوط به گرادیان های صفر را کاهش می دهد.
پدیدة »مرگ نورون ها«: برخلاف ReLU که نورون ها ممکن است 
»مرده« شوند و برای همیشه غیرفعال باقی بمانند، Swish این مشکل 

را ندارد و نورون ها همچنان فعال باقی می مانند.
دقت بیشتر: به دلیل توانایی بهتر Swish در مدیریت اطلاعات و 
بهینه سازی گرادیان ها، مدل های استفاده کننده از Swish معمولًاً دقت 

بالاتری نسبت به مدل های استفاده کننده از ReLU دارند.
عمیق  یادگیری  مدل های  کلی  عملکرد  بهبود  به  تفاوت ها  این 
کارآمدتر  و  دقیق تر  نتایج  به  دستیابی  به  می تواند  و  می شود  منجر 

کمک کند.
 Dropout و   Dense با چندین لایه  ترتیبی  ادامه یک مدل  در 

تعریف و تابع فعال سازی Swish در لایه ها استفاده شد.

 نتایج و بحث
در بررسی نتایج و یافته ها در روش های یادگیری ماشین عموماًً 
پارامترهای زیر ارزیابی می شوند که در پژوهش پیش رو نیز بررسی 

و مقایسه شده است:
Accuracy )دقت کلی(: نسبت نمونه های درست طبقه بندی شده 

به کل نمونه ها، که معیاری کلی برای ارزیابی عملکرد مدل است.

TP TNAccuracy
 FP FN TP TN

+
=

+ + +

که در آن
درست  که  مثبت  نمونه های  تعداد   :(True Positives) TP  •

 
 
 
 
  
  
  
 

  

 

استخراج ويژگي   ةشده پس از مرحلهاي استخراج . ويژگي 4شكل   

Fig��� 4� ��������� �������� ���� ��� ������� ��������� 

شکل 4. ویژگی های استخراج شده پس از مرحلة استخراج ویژگی
Fig. 4. Extracted features after the feature extraction
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پیش بینی شده اند.
درست  که  منفی  نمونه های  تعداد   ::(True Negatives) TN  •

پیش بینی شده اند.
به اشتباه  که  منفی  نمونه های  تعداد   :(False Positives) FP  •

مثبت پیش بینی شده اند.
به اشتباه  که  مثبت  نمونه های  تعداد   :(False Negatives) FN  •

منفی پیش بینی شده اند.
Precision )دقت(: نسبت نمونه های مثبت درست شناسایی شده 

پیش بینی  مثبت  به عنوان  که  نمونه هایی  کل  به   )True Positives(
نمونه های  از  درصدی  چه  که  می دهد  نشان  معیار  این  شده اند. 

پیش بینی شده به عنوان مثبت، واقعاًً مثبت بوده اند.
	

TP
 FP TP

Precision =
+

مثبت  نمونه های  نسبت  حساسیت(:  یا  )بازخوانی   Recall

درست شناسایی شده به کل نمونه های مثبت واقعی، که بیانگر توانایی 
مدل در شناسایی تمام موارد مثبت است.

	
TPRecal

 FN TP
=

+

مثبت  نمونه های  از  درصدی  چه  که  می دهد  نشان  معیار  این 
واقعی توسط مدل شناسایی شده اند.

F1 Score: میانگین هارمونیک Precision و Recall که تعادلی 

میان این دو معیار ایجاد می کند و برای ارزیابی مدل هایی که دچار 
عدم  توازن در داده ها هستند، مفید است.

	  Recal F1 2
  Recal
Precision
Precision

×
= ×

+

این معیار میانگین هارمونیک Precision و Recall است و زمانی 
که تعادل بین این دو معیار مهم باشد، کاربرد دارد.

نتایج زیر براساس آموزش مدل با یادگیری عمیق و با دو روش 
استفاده از تابع فعالسازی ReLU و تابع Swish به دست آمده است:

با توجه به مقایسة این دو تابع فعال سازی در شبکه های عمیق، 
استفاده از Swish به جای ReLU بهبودهای چشمگیری در عملکرد و 
بهینه تر  به دلیل  عموماًً  بهبود ها  این  می آورد.  عمیق  مدل های  دقت 
از اطلاعات ورودی، کاهش مشکلات گرادیان ها و  بودن در استفاده 
افزایش پایداری شبکه های عصبی است. در شکل زیر مقایسة این دو 

روش قابل مشاهده است. 
 Swish این نمودارها نشان می دهند که مدل جدید با استفاده از
دقت بیشتری در پیش بینی ها دارد، زیرا پیش بینی ها به مقادیر واقعی 
بهتر  عملکرد  به دلیل  امر  این  دارند.  کمتری  نوسانات  و  نزدیک ترند 
تابع Swish در مقایسه با ReLU است که به هموارتر شدن گرادیان ها 
راست  سمت  نمودار  در  می‌شود.  منجر  پیش بینی ها  دقت  بهبود  و 
واقعی  به خروجی های  نسبت  سبز(  تیره  )خط  پیش بینی شده  نقاط 
)خط ممتد آبی( نویز کمتری دارند و به داده های واقعی نزدیک ترند. 
تابع  از  که  است  جدید  مدل  بهتر  عملکرد  نشان دهندة  موضوع  این 

فعال سازی Swish استفاده می کند.
در ادامه یک نمونه پیاده سازی برای استفاده از این روش در صنعت 
بیمه برای پیش‌بینی خسارت پیشنهاد می شود. در این نمونه یک اپلیکیشن 
ورودی های  شامل  و  پیاده سازی شده  پایتون  زبان  از  استفاده  با  ساده 
استفاده شده در تحقیق است که پس از ورود اطلاعات و فشردن دکمة 
پیش‌بینی، الگوریتم مورد نظر به کار گرفته می شود و پیش‌بینی خسارت 

را براساس مدل یادگیری عمیق پیشنهادشده ارائه می‌دهد.

 جمع بندی و پیشنهادها
مدل ارائه شده مدلی برای ارزیابی خسارت آتش سوزی است که 
پیش بینی  و  آموزش  دیده  عمیق  یادگیری  روش های  از  استفاده  با 
وقوع خسارت را انجام می دهد. این مدل در یادگیری عمیق به جای 
تابع Relu از تابع Swish استفاده می کند و نتایج به‌دست آمده نشان 
می دهد که استفاده از این روش ، خروجی بهتری دارد و دقت نتایج 

 

 

 

 

 

 

 

 

 

  

 

 

  

  

  relue. اجرای الگوريتم يادگيری عميق با تابع 5شکل 

������ �� ����������� � ���� �������� ��������� ���� ��� ����� ������� 

relue شکل 5. اجرای الگوریتم یادگیری عمیق با تابع
Fig. 5. Implementing a deep learning algorithm with the relue function
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  Swich. اجرای الگوريتم يادگيری عميق با تابع 6شکل 

������ �� ����������� � ���� �������� 
��������� ���� ��� ������ ������� 

Swich شکل 6. اجرای الگوریتم یادگیری عمیق با تابع  
Fig. 6. Implementing a deep learning algorithm with the Switch function

  
  
  

 
          

  
  
  
  
  
  

  

 

  Swishو  Relu. مقايسه پارامترهای الگوريتم يادگيری عميق با دو روش 7شکل 

Figure 7. Comparison of deep learning algorithm parameters with 
the two Relu and Swish methods 

Swish و Relu شکل 7. مقایسه پارامترهای الگوریتم یادگیری عمیق با دو روش
Fig. 7. Comparison of deep learning algorithm parameters with the two Relu and Swish methods

  
  

       
 
  

  

 

  relueو  swish. اجرای الگوريتم يادگيری عميق با تابع 8شکل 

������ �� ����������� � ���� �������� ��������� ���� ��� 
����� ��� ����� �������� 

relue و swish شکل 8. اجرای الگوریتم یادگیری عمیق با تابع
Fig. 8. Implementing a deep learning algorithm with the swish and relue functions
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مقايسه عملکرد الگوريتم يادگيری عميق با تابع  9شکل   swish و   relue  عملکرد الگوريتم يادگيری عميق با تابع  ة. مقايس9شکلSwish  وReLU   

Figure 9. Comparison of the performance of the deep learning 
algorithm with the swish and relue func�ons 

ReLU و Swish شکل 9. مقایسة عملکرد الگوریتم یادگیری عمیق با تابع
Fig. 9. Comparison of the performance of the deep learning algorithm with the swish and relue functions

 
 
 
  
  
  
  
  
  
  

 

كارگيري روش پيشنهادي  هنمونه اپليكيشن خروجي براي ب .10شكل    

����re 10� ���mp�e o� o�tp�t �pp�����o� �or �pp����� 
the proposed method

شکل 10. نمونه اپلیکیشن خروجی برای به کارگیری روش پیشنهادی
Fig. 10. Example of output application for applying the proposed method
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از  مدل  آموزش  برای  است.  داده  افزایش  قابل ملاحظه ای  به طور  را 
از  و  البرز  بیمة  اخیر  داده های صدور و خسارت آتش سوزی 7 سال 
زبان برنامه نویسی پایتون برای آموزش و پیش بینی مدل استفاده شده 
است. بعد از آموزش مدل با استفاده از یادگیری عمیق به روش سنتی 
تکنیک های  از  بهره گرفتن  از  برآورد شد. پس  دقت حدودی 0.86 
رگرسیون عمیق متوالی در یادگیری عمیق و پس از اجرای آموزش 
با استفاده از تابع Swish دقت به 0.88 افزایش پیدا کرد. این بهبود 
مقادیر  برای  غیرصفر  گرادیان های  و  نرم تر  تابع  ویژگی های  به دلیل 
در  روش  این  از  استفاده  که  داد  نشان  نتایج  آمد.  دست  به  منفی، 
صنعت بیمه می تواند موجب کاهش میزان خطای تخمین خسارت و 

افزایش دقت محاسبة میزان  حق بیمه شود.
از نظر کاربردی، این یافته ها برای شرکت های بیمه اهمیت بالایی 
دارند. بهینه سازی فرایندهای ارزیابی ریسک و خسارت از طریق مدل های 
کاهش  و  دقیق تر  نرخ های ‌حق‌بیمه  ارائة  به  می تواند  عمیق  یادگیری 
ضررهای ناشی از پرداخت های نامناسب منجر شود. همچنین، استفاده 
از این مدل ها می تواند به شرکت های بیمه کمک کند تا استراتژی های 
مدیریت ریسک بهتری اتخاذ کنند و فرایندهای کشف تقلب را بهبود 
بخشند. این موضوع به‌ویژه در بیمه های آتش سوزی، که خسارت های مالی 

سنگینی به همراه دارند، از اهمیت بالایی برخوردار است.

 پیشنهادهای آینده
نتایج این پژوهش نشان می دهد که استفاده از روش های هوش 
بزرگ  تحولی  می تواند  بیمه  در صنعت  عمیق  یادگیری  و  مصنوعی 
ادامة  با  که  است  امید  کند.  ایجاد  ارزیابی خسارت  و  پیش بینی  در 
برای  کاربردی تری  و  دقیق تر  روش های  حوزه،  این  در  پژوهش ها 
تحلیل ریسک های بیمه ای ارائه شوند. در ادامه برخی پیشنهادها برای 

ادامهةپژوهش در این زمینه ارائه می شود:
1. بهبود مدل های یادگیری عمیق: پیشنهاد می شود پژوهش های 
آینده بر ترکیب مدل های یادگیری عمیق با الگوریتم های بهینه سازی 
برای   Genetic Algorithms یا   Bayesian Optimization مانند 

بهینه سازی هایپرتیون ها تمرکز کنند.
داده های  پژوهش،  این  در  متنوع تر:  داده های  از  استفاده   .2
استفاده شده محدود به بیمه های آتش‌سوزی بودند. پیشنهاد می شود 
مطالعات آینده داده های دیگر حوزه های بیمه مانند بیمة عمر و بیمة 

سلامت را نیز در نظر بگیرند.
وضعیت  جغرافیایی،  شرایط  محیطی:  عوامل  نقش  بررسی   .3
بسزایی  تأثیر  می توانند  کشورها  بیمه ای  سیاست های  و  اقتصادی 
در پیش بینی میزان خسارت داشته باشند. گسترش این پژوهش به 

عوامل کلان اقتصادی می تواند به بهبود دقت مدل ها کمک کند.
4. ادغام با روش های سنتی بیمه گری: برای پذیرش این روش ها 
روش های  با  عمیق  یادگیری  مدل های  است  لازم  بیمه،  صنعت  در 
تصمیم گیری ها  تا  شوند  ادغام  بیمه گری  قوانین  و  آماری  سنتی 

بهینه تر و قابل اعتمادتر شوند.

که  می شود  پیشنهاد  بیمه ای:  هوشمند  سامانه های  توسعة   .5
تا  شود  پیاده سازی  تصمیم یار  سامانة  یک  در  پژوهش  این  نتایج 
شرکت های بیمه بتوانند از آن برای ارزیابی سریع و دقیق خسارت ها 
استفاده کنند. توسعة یک نرم افزار مبتنی بر هوش مصنوعی می تواند 
به شرکت های بیمه در پردازش درخواست های خسارت کمک کرده، 

فرایندهای اداری را تسهیل کند.

 مشارکت نویسندگان
داده ها،  اخذ  و  مقاله، جمع‌آوری  و طرح  مفهوم  پرستش:  مونا 
مقاله.  پیش نویس  آماری‌،  تحلیل  داده ها،  تفسیر  و  تحلیل 
بازنگری  آماری،  تحلیل  مقاله،  طرح  و  مفهوم  بهشتی:  ضیاءالدین 
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