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Health information technologies, digital health, and artificial intelligence significantly 

improve patient safety; however, these technologies sometimes compromise patient 

safety, leading to serious harm and even death. Many studies highlighted a variety of 

patient safety risks attributed to these technologies. Software malfunctions, incorrect data 

input, inadequate alerts generated by these technologies, delays in order entry systems, 

poor user interfaces, system misalignment with clinical workflows, algorithmic flaws, and 

gender, racial, and geographical biases are some flaws that may result in patient safety 

incidents. Researchers in Iran mainly focus on the positive aspects and outcomes of these 

technologies. Researchers should pay more attention to the harmful impacts and patient 

safety risks of digital health and AI.   
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The emergence of digital health technologies and 

artificial intelligence, such as electronic health 

records, telemedicine, electronic prescriptions, and 

clinical decision support systems has significantly 

improved the quality, efficiency, effectiveness, 

safety, and accessibility of healthcare services [1-3]. 

However, these technologies have sometimes 

compromised patient safety, leading to serious harm 

and even death, which necessitates special attention 

[4-6]. Patient safety refers to the prevention or 

reduction of avoidable harm during medical care [7]. 

In a 2012 report, 171 incidents related to health 

information technology were reviewed, among 

which 124 were classified as having a harmful 

impact. Of these incidents, eight (6.4%) resulted in 

actual patient harm. Three incidents were potentially 

linked to patient death, one required immediate 

resuscitation, one led to prolonged hospitalization, 
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and three caused injuries that necessitated additional 

treatment. These errors often stemmed from 

software malfunctions, incorrect data input, or 

inadequate alerts [8]. Another report highlighted an 

increase in mortality from 2.8% to 6.6% following 

the implementation of a computerized physician 

order entry (CPOE) system in a pediatric care center. 

This rise was attributed to delays in order entry, a 

poor user interface, and system misalignment with 

clinical workflows [9]. Another study found that 

CPOE was associated with over 22 types of 

medication-related risks, including incorrect 

dosages, dangerous drug interactions, and accidental 

deletion of critical orders, sometimes resulting in 

hospitalization or emergency interventions [10]. 

These findings indicate that even systems designed 

to reduce errors may pose risks to patient safety due 

to design or implementation flaws. 

Flaws in health information systems can also 

result in harmful consequences. Inadequate data 

elements in clinical forms and diagnostic errors 

caused by such systems may result in unnecessary 

imaging, treatment delays, and increased threats to 

patient safety [11]. In Sweden, investigations 

revealed that flaws in electronic prescription 

systems such as software functionality issues and 

user interface problems caused delays in care and 

posed serious risks to patient health [12]. According 

to a BBC report, failures in IT systems within the 

UK's NHS have been linked to delayed surgeries, 

patient deaths, and over 100 serious harm incidents. 

These problems were largely attributed to system 

outages, failures in delivering medical 

correspondence, and insufficient access to patient 

records [13]. 

Artificial intelligence also presents unique 

challenges in healthcare. For instance, a pneumonia 

detection system that performed well in two 

hospitals failed in a third due to data bias, leading to 

misdiagnoses and treatment delays [14]. A 

systematic review of the usability of AI in sepsis 

care found that twenty-two studies exhibited a high 

risk of bias or serious concerns regarding their 

applicability [15]. Additionally, in 2019, AI tools 

used in medical imaging provided incorrect 

diagnoses in 7% of cases, primarily due to 

algorithmic flaws and insufficient user training, 

leading to unnecessary imaging and increased risks 

for patients [5]. Common issues with AI tools 

include gender, racial, and geographical biases, as 

well as inadequate user training, factors that can 

result in erroneous decisions and compromise 

patient safety [14]. 

In Iran, a variety of digital health systems 

including hospital information systems, electronic 

health records, telehealth, and e-prescriptions are 

being implemented. However, most research has 

primarily focused on the benefits of these 

technologies, while their risks and adverse impacts 

on patient safety have received less attention [1-2, 

16-19]. This oversight persists despite evidence 

indicating that such technologies can lead to adverse 

outcomes including unnecessary hospitalizations, 

permanent harm, or patient mortality. 

Policymakers and healthcare professionals are 

also expected to revise standards and prioritize 

patient safety to ensure that technology remains a 

tool for improved patient safety. Additionally, it is 

essential for researchers and academic journals to 

pay more attention to the safety risks associated with 

these technologies. Awareness of these risks can 

lead to more careful system design, enhanced user 

training, and ongoing monitoring of technology 

performance and safety risks. Journal of Health 

Administration invites researchers to submit related 

high quality papers to this journal.  
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سلامت تیریدم هینشر   

 

https://jha.iums.ac.ir/  دانشگاه علوم

 پزشکی ایران

6-1( :1) 28 ;1404سلامت.  تیریفصلنامه مد

 یو هوش مصنوع تالیجیاز سلامت د یناش ماریب یمنیضرورت توجه به مخاطرات ا
 4یمفرح میمر،  31،2، *یطاهر خیعباس ش 
 .رانیتهران، ا ران،یا یمركز تحقیقات مدیریت و اقتصاد سلامت، پژوهشکده مدیریت سلامت، دانشگاه علوم پزشک  1
 .رانیتهران، ا ران،یا یدانشگاه علوم پزشک ،یپزشک یو اطلاع رسان تیریاطلاعات سلامت، دانشکده مد تیریگروه مد  2 

 .رانیتهران، ا ران،یا ی، دانشگاه علوم پزشکیپزشک یاطلاع رسان و تیریدانشکده مد ، ،یدر پزشک یو هوش مصنوع تالیجیسلامت دهسته پژوهشی  3
 .رانیتهران، ا ران،یا یدانشگاه علوم پزشک ،ییدانشجو قاتیتحق تهیكم  4

  

 چکیــــده اطلاعــات مقاله 
  

  نویسنده مسئول:

 یطاهر خیعباس ش

  رایانامه: 

sheikhtaheri.a@iums.ac.ir 

ال، حداده است. بااین افزایشو هوش مصنوعي كیفیت و ایمني خدمات سلامت را  تالیجیسلامت د یهایفناور

 اند. مطالعاتشده مارانیمرگ ب يو حت یجد یهابیمانند آس ماریب يمنیمنجر به كاهش ا يها گاهفناوری نیا

یز ن ماریب بیسمنجر به آگاهي كه اند را نشان دادهها ها و مشكلات منجر به این فناوریمختلف انواع ریسك

در ثبت  ریتأخ ،يناكاف یها، هشدارهانادرست داده یافزاری، ورود. برخي مشكلات مانند مسائل نرماندشده

، نقص نادرست یهاصیتشخارائه  ،ينینامناسب، عدم تطابق سیستم با گردش كار بال ی، رابط كاربرهادستور

تواند هوش مصنوعي از جمله مسائلي است كه مي یيایجغرافو  ینژاد ،يتیجنس یهایریو سوگ هاتمیالگور

ه شده داختها پرهای مثبت این فناوریبه جنبهبیشتر حال، در كشور منجر به ریسك ایمني بیمار شود. بااین

 ها توجه بیشتری نمایند. آمیز این فناوریاست. لازم است پژوهشگران ایراني به ابعاد مخاطره
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 :ی كلیدیهاواژه

 ماریب يمنیا

 يپزشك یخطا

 اطلاعات سلامت یفناور

 تالیجیسلامت د

 يهوش مصنوع
  

پزشكي نیز  پزشكي و مدیریت سلامت، این متن همزمان در مجله انفورماتیك سلامت و زیستبا موافقت سردبیران مجله انفورماتیك سلامت و زیست    

 منتشر شده است.
 

مانند  ،و هوش مصنوعي تالیجیسلامت د یهایظهور فناور

نویسي نسخهدور،  هرا از يپزشك ،سلامت كیالكترون یهاپرونده

 یي،اراكهای پشتیبان تصمیم و مانند آن كیفیت، الكترونیك، سیستم

-1]داده است  شیرا افزاپذیری خدمات سلامت اثربخشي و دسترس

مانند  ماریب يمنیاهش كا به يگاه هافناوری نیحال، انی. باا[3

، موضوعي كه اندشدههای جدی و حتي مرگ بیماران منجر آسیب

عنوان یكي از اركان . ایمني بیمار، به[6-4]است  ویژه نیازمند توجه

یا كاهش ، به معنای پیشگیری سلامتهای مراقبتكیفیت اصلي 

 . [7] اجتناب در حین دریافت خدمات درماني استهای قابلآسیب

اطلاعات  یحادثه مرتبط با فناور 171 ،2012در سال  يگزارشدر 

 ادثهح 8 زا،بیمورد با نمره آس 124 انیكه از م شد يسلامت بررس

حوادث  نی. سه مورد از اشده بود ماریب بیآس منجر بهدرصد(  4/6)

ك ی، احیای فوری ازمندیمورد ن كیمرتبط بود،  ماریاحتمالاً با مرگ ب

 هایيآسیب گریمدت و سه مورد دشدن طولانيبستری  مستلزممورد 

خطاها اغلب  اینهای اضافي داشت. كه نیاز به درمان ه بودایجاد كرد

 ها یا هشدارهای ناكافيافزار، ورودی نادرست دادهناشي از خرابي نرم

 6/6درصد به  8/2میزان مرگ از افزایش  در گزارش دیگری،. [8]بود 

 يسیستم ثبت كامپیوتری دستورات پزشكسازی پیادهبعد از درصد 

(CPOE)   توجهات را به خود جلب نموده در یك مركز درماني اطفال

، رابط هادستورتأخیر در ثبت در  CPOEتاثیر . این افزایش به است

ت داده بالیني نسب گردش كار باسیستم كاربری نامناسب و عدم تطابق 

نوع خطر  22از  بیش  CPOEای دیگر، . در مطالعه[9]ه است شد

از جمله دوزهای نادرست، تداخلات دارویي  ؛مرتبط با دارو ایجاد كرد

، كه در مواردی به بستری مهمهای خطرناک و حذف تصادفي دستور

يخطاها نشان م نیا .[10] شدن بیماران یا مداخلات فوری منجر شد

با هدف كاهش اشتباهات، ممكن است به  یيهاستمیس يكه حت دهد

 را به خطر اندازند.  ماریب يمنیاجرا، ا ای ينقص طراح لیدل

 زایيپیامدهای آسیبهای اطلاعات سلامت نیز های سیستمنقص

 از ياشتباه ناش یهاصیها و تشخنامناسب فرم یدارند. محتوا

 یرضروریبه تكرار غ تواندياطلاعات سلامت، م یهاستمیس

https://orcid.org/0000-0002-6879-5415
https://orcid.org/0009-0005-1400-3151


 و همکار یطاهر خیعباس ش                       تالیجیاز سلامت د یناش ماریب یمنیمخاطرات ا 

 6-1( :1) 28 ؛1404سلامت.  تیریفصلنامه مد

ود منجر ش مارانیب یبرا سكیر شیدر درمان و افزا ریتأخ ،یربرداریتصو

سي نویهای سیستم نسخهها نشان داد كه نقص. در سوئد، بررسي[11]

 باعثافزار و رابط كاربری الكترونیك از جمله مشكلات عملكرد نرم

آنها برای سلامت بیماران جدی  و ریسكشود مي تأخیر در مراقبت

های فناوری اطلاعات نقص در سیستم، BBC. طبق گزارش [12]است 

 100تاخیر در جراحي و مرگ بیماران و بیش از انگلستان با  NHSدر 

. این مشكلات عمدتاً به دلیل داشته استمورد آسیب جدی ارتباط 

های پزشكي و دسترسي ناكافي به قطعي سیستم، ارسال نشدن نامه

 . [13] استسوابق 

. در حوزه سلامت دارا استهای خود را هوش مصنوعي نیز چالش

الریه در دو بیمارستان دقت سیستمي برای تشخیص ذاتبرای نمونه، 

ها، در بیمارستان سوم به دلیل سوگیری داده ولي ه استبالایي داشت

 ایر مطالعهد .[14] تأخیر در درمان منجر شد بههای نادرست تشخیص

ز ، اسپسیس درباره كاربردپذیری هوش مصنوعي در بیماری مندنظام

شده، بیست و دو مورد دارای خطر بالای سوگیری میان مقالات بررسي

های جدی در مورد قابلیت كاربرد آنها وجود یا نگرانيو ارزیابي شدند 

، ابزارهای هوش 2019در سال طبق گزارشي مچنین، . ه[15] داشت

وزش ها و آممصنوعي در تصویربرداری پزشكي به دلیل نقص الگوریتم

های اشتباه ارائه كردند درصد موارد تشخیص هفتناكافي كاربران، در 

كه به تكرار غیرضروری تصویربرداری و افزایش ریسك برای بیماران 

همراه با  ،یيایو جغراف ینژاد ،يتیجنس یهایریسوگ. [5] منجر شد

هوش  یدر ابزارها عیكاربران، از مشكلات شا يعدم آموزش كاف

 يمنیا دینادرست و تهد یهایریگمیبه تصم تواندياست كه م يمصنوع

 .[14]منجر شود  ماریب

های سلامت دیجیتال متنوعي مانند ها و سیستمدر ایران، فناوری

از  سلامت، سلامتهای اطلاعات بیمارستان، پرونده الكترونیك سیستم

وبیش در حال اجرا نویسي الكترونیك و سایر موارد كمدور، نسخهراه

ها های مثبت این فناوریها به جنبهحال، در اكثر پژوهشاست. بااین

ها كمتر های منفي و مخاطرات این فناوریتوجه شده است و به جنبه

این ت كه شواهد حاكي از آن اسكه . در حالي[19-16, 2-1]توجه است

توانند به پیامدهای ناگواری چون بستری شدن مي هافناوری

 غیرضروری، آسیب دائمي یا مرگ بیماران منجر شوند. 

رود كه با انتظار مينیز گذاران و متخصصان سلامت از سیاست

ایمني بیمار اطمینان حاصل  قراردادن اولویتدر بازنگری استانداردها و 

 .باقي بماند ی سلامتهاارتقای مراقبتكنند كه فناوری در خدمت 

و نشریات علمي پژوهشي مرتبط  لازم است پژوهشگرانهمچنین، 

د. ها بپردازنبه مخاطرات ایمني بیمار ناشي از این فناوری پیشازبیش

ها با دقت طراحي سیستم شود تاباعث مي طراتاخم آگاهي از این

ر و نظارت مستمر ببیشتری صورت گیرد، آموزش كاربران تقویت شود 

سلامت از پژوهشگران مجله مدیریت ها برقرار گردد. عملكرد فناوری

ها و مقالات باكیفیت خود را در زمینه د تا پژوهشنمایدعوت مي

های اطلاعات سلامت، مخاطرات ایمني بیمار ناشي از انواع فناوری

سلامت دیجیتال و هوش مصنوعي به این مجله جهت بررسي و انتشار 

 رسال نمایند. ا
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