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ABSTRACT

Nowadays, the close connection between people's lives and social media has led to the emergence of their
psychological and emotional states in social media posts. This type of digital footprint creates a rich and novel
entry point for early detection of suicide risk. Accurate detection of suicidal ideation is a significant challenge
due to the high false negative rate and sensitivity to subtle linguistic features. Current Al-based suicide
detection systems are unable to detect linguistic subtleties. These approaches do not consider domain-specific
indicators and ignore the dynamic interaction of language, behaviour, and mental health. Identifying lexical
and syntactic markers can be a powerful diagnostic lens for diagnosing psychological distress. To address
these issues, we propose a new domain-based framework that integrates the specialized frequent-rare suicide
vocabulary (FR-SL) into the fine-tuning process of large language models (LLMs). This vocabulary-aware
strategy draws the model's attention to common and rare suicide-related phrases and enhances the model's
ability to detect subtle signs of distress. In addition to improving performance on various metrics, the
proposed framework adds interpretability for understanding and trusting the models’ decisions while creating
transparency. It also enables the design of a structure that is generalizable to the linguistic and mental health
domains. The proposed approach offers clear improvements over baseline methods, especially in terms of
reducing false negatives and general interpretability through transparent attribution.

Keywords— Suicide Risk Detection, Large Language Models, Social Media Analysis, Mental Health Monitoring,
Explainable Al

youth populations [2]. Traditional prevention
systems, including crisis hotlines and psychiatric
interviews [3], frequently miss early distress
indicators embedded within rapidly evolving digital
discourse [4]. The failure of these systems is not due

1. Introduction

The digital transformation of human interaction
has reshaped the landscape of mental health
expression. As individuals increasingly turn to social

media for an emotional outlet, digital traces of
psychological distress have emerged as potent
indicators of suicidal ideation. This transition from
private notes to public digital utterances signals a
paradigm shift in how risk patterns manifest and
how they must be understood and detected. Unlike
clinical interviews or structured assessments,
suicide-related expressions online are informal,
context-sensitive, and often linguistically subtle,

posing unique challenges for computational
detection.
Despite significant advancements in clinical

psychiatry and therapeutic tools [1], global suicide
rates remain alarmingly high, particularly among
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to negligence but rather to a mismatch between the
linguistic richness of online communication and the
tools available to interpret it [5]. Consequently, the
detection of suicide risk has moved from being a
purely psychological question to a computational
and ethical challenge [6].

Artificial Intelligence (Al) [7], particularly
Natural Language Processing (NLP) [8], has opened
new avenues in computational mental health. The
advent of transformer-based Large Language
Models (LLMSs)[9], such as GPT-NEO, Qwen2.5,
and LLaMAS3, has significantly advanced the ability
to model language at scale [10]. These models
extract meaning from context, capture dependencies

.F. Lashgari, M. Pourvahab , A. Sousa, A. Monteiro, S. Pais, "Risk-Aware Suicide Detection in Social Media: A Domain-Guided Framework
with Explainable LLMs", International Journal of Web Research, vol.8, no.3,pp.45-58, 2025, doi: http://dx.doi.org/10.22133/ijwr.2025.525754.1288.

*Coressponding Author

Article History: Received: 24 April 2025 ; Revised: 9 June; Accepted: 26 June 2025 .

Copyright © 2025 University of Science and Culture. Published by University of Science and Culture. This work is licensed under a Creative Commons
Attribution-Noncommercial 4.0 International license(https://creativecommons.org/licenses/by-nc/4.0/). Noncommercial uses of the work are permitted,
provided the original work is properly cited.


http://dx.doi.org/10.22133/ijwr.2025.525754.1288

across long sequences, and adapt to varied writing
styles [11]. However, their application in sensitive
domains like suicide detection remains limited and
often problematic [12]. These general-purpose
models are rarely attuned to the subtle, low-
frequency, domain-specific vocabulary associated
with suicidal ideation [13,14]. Moreover, their
black-box architecture raises critical concerns about
interpretability and accountability in high-risk
applications [15].

Three significant gaps underscore the
limitations of existing approaches: 1- Generic LLMs
often miss low-frequency linguistic cues that signal
distress. For instance, phrases like “I am tired of
trying” or “goodbye forever” may carry high clinical
significance yet receive low attention due to sparse
occurrence. 2- Existing models rarely explain why a
particular post is flagged as high-risk, limiting trust
in their predictions, especially when deployed in
real-world mental health settings [16]. 3- Most
models are trained on English-centric data with
limited consideration for linguistic diversity or
informal expressions that differ across communities
and cultures.

To address these challenges, we proposed a
domain-guided, explainable  framework that
augments LLMs with a custom-built Frequent-Rare
Suicide Lexicon (FR-SL). This lexicon captures
both common clinical expressions and informal, rare
phrases indicative of suicidal ideation. By
incorporating FR-SL into a two-phase fine-tuning
pipeline, we sensitize LLMs to risk-relevant.

Linguistic patterns while preserving their
general reasoning capabilities. Furthermore, to
mitigate the opacity of LLM decisions, we integrate
SHapley Additive explanations (SHAP) [17] for
token-level interpretability, allowing human experts
to trace predictions back to semantically meaningful
cues.

We hypothesize that incorporating domain-
specific lexical cues (FR-SL) into fine-tuning LLMs
enhances suicide risk detection accuracy [18] and
interpretability, particularly in detecting low-

frequency and  context-dependent  suicidal
expressions on social media.
This hypothesis is empirically evaluated

through experiments on two Twitter-based datasets,
employing three open-source LLMs under lexicon-
augmented and baseline settings. Our goal is to
improve classification metrics and build ethically
transparent, linguistically sensitive, and resource-
efficient models suitable for real-world deployment.
Our contributions are:

e A domain-specific  suicide  lexicon
encompassing high-frequency expressions
and low-frequency informal indicators has
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been systematically constructed using a
hybrid methodology that combines TF-IDF
analysis with sentiment-aligned filtering.
This lexicon enables models to become
sensitized to both overt and subtle signs of
suicidal ideation often overlooked in
traditional settings.

e A two-stage fine-tuning strategy has been
developed and applied to three representative
open-source large language models (GPT-
NEO, Qwen2.5, and LLaMAS3). This strategy
enables the controlled integration of domain-
aware lexical cues, allowing for a direct
comparison  between  standard LLM
behaviour and lexicon-augmented
performance under high-resource and low-
resource conditions.

e The framework has been empirically
validated on two benchmark Twitter-derived
datasets, selected for their lexical diversity
and expert-verified labels. Robustness,
generalizability, and the impact of lexical
integration were systematically evaluated
through stratified cross-validation,
quantitative metrics (accuracy, precision,
recall, F1), and extensive error analysis.

e A SHAP-based explainability layer has been
integrated to quantify token-level attribution
and assess the interpretability of predictions.
This layer enhances transparency and
provides actionable insights into the semantic
influence of lexicon terms, a critical feature
for deployment in sensitive mental health
contexts.

e This work advances the field by balancing
algorithmic performance, explainability, and
ethical readiness. It is positioned as a
lightweight, resource-efficient, and culturally
adaptable solution, suitable for deployment
in real-world Al-driven mental health
screening systems where interpretability and
risk mitigation are paramount.

The rest of the paper is structured as follows:
Section 2 reviews related literature and highlights
existing gaps; Section 3 details the proposed
methodology, including lexicon construction and
model training; Section 4 presents results, error
analysis, and explainability findings; and Section 5
concludes with ethical considerations and future
directions.

2. Related Work

Suicide detection in social media has emerged as
a critical and high-impact research domain at the
intersection of artificial intelligence, linguistics, and
public health. This surge is driven by the alarming
increase in mental health challenges worldwide and



the ubiquity of user-generated content across
platforms like Reddit, X (formerly Twitter), and
Facebook. These platforms often serve as informal
spaces where individuals disclose emotional
distress, making them valuable yet complex
resources for risk detection.

The earliest computational approaches to this
problem predominantly employed classical machine
learning (ML) techniques such as Support Vector
Machines (SVM) [19], logistic regression, and
decision trees. These models relied on handcrafted
features, such as keyword lists and n-gram
frequency patterns, which, although interpretable,
could not be generalized across semantically diverse
and context-dependent expressions. This led to high
false-negative rates and poor robustness in detecting
linguistic subtleties commonly observed in suicidal
discourse [20]. Such models fail to capture
emotional progression or implicit linguistic signals
often embedded in figurative or idiomatic language.

A notable methodological shift is the adoption of
deep learning architectures. Models such as Long
Short-Term Memory (LSTM) networks [21] and
Bidirectional Temporal Convolutional Networks
(TCNSs) [22] offered improved capacity to capture
temporal and sequential dependencies in user posts.
These systems were better suited to model emotional
dynamics and recurring distress patterns over time.
By integrating self-awareness mechanisms, the
model's capability can be further enhanced by
allowing flexible weighting of semantically critical
tokens in large input sequences. However, these
models still largely lacked key requirements such as
transparency and domain sensitivity in high-risk
applications such as suicide prevention.

Recent research has pivoted toward transformer-
based models, particularly BERT and its domain-
specific variants [23]. For instance, MentalBERT
[24], trained on Reddit posts related to psychological
discourse, showed enhanced contextual
understanding of suicide-related text. However,
despite improvements in accuracy, these models
have been criticized for their black-box nature [25]
and limited interpretability [26], which impedes
clinical adoption and trustworthiness in real-world
decision-making. The absence of transparent
attribution mechanisms restricts the model's utility
in ethically sensitive and high-stakes domains.

To address the need for adaptability in low-
resource settings, Nguyen and Pham [27] proposed
Mental-LLM, an instruction-tuned LLM capable of
performing various mental health tasks. While
promising in flexibility and low-data environments,
this model lacked integration of domain-grounded
lexical signals and did not offer interpretability
tools, limiting its clinical applicability. Similarly,
Quirch and El Ouazzani [28] introduced a hybrid
deep learning model combining BiLSTM [29], CNN
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[30], and multiple word embeddings (Word2Vec,
FastText, GloVe) [31], alongside transformer-based
fine-tuning with BERT and GPT [32]. Their model
achieved notably high classification accuracy
(97.69%), showcasing the benefits of architecture
fusion and linguistic diversity. However, this design
remained opaque and resource-heavy.

Lasri et al. [33] further illustrated the
effectiveness of large-scale LLMs by fine-tuning
GPT-3 variants on the UMD Reddit Suicidality
dataset and reaching an F1 Score of 92.3%. While
these models deliver strong predictive performance,
they function as resource-intensive black boxes [34],
requiring large, annotated datasets and substantial
computational infrastructure. These constraints limit
their deployability in low-resource clinical or
community settings [35], where interpretability,
efficiency, and accessibility are paramount.

In contrast, our proposed framework addresses
these limitations by emphasizing domain-guided
lexical sensitivity, transparent prediction
mechanisms, and lightweight design. We introduce a
Frequent-Rare Suicide Lexicon (FR-SL) that
encodes both clinically common and informally rare

linguistic indicators of suicidal ideation. By
integrating this lexicon into a two-stage fine-tuning
pipeline, we steer the attention of LLMs, specifically
GPT-Neo, Qwen2.5, and LLaMA3, toward
semantically meaningful risk cues. This approach
enhances detection accuracy and facilitates token-
level interpretability through SHapley Additive
explanations (SHAP), allowing practitioners to trace
model predictions back to identifiable linguistic
evidence.

Unlike prior systems that prioritize performance
over transparency or require extensive deployment
resources, our method provides a balanced,
culturally adaptable, and clinically aware solution
well-suited for real-world integration in mental
health monitoring tools where trust, clarity, and
linguistic nuance are essential. Table 1 shows the
comparison of related works on suicide detection.

3. Methodology

This section outlines our domain-specific
methodology for suicide risk detection on social
media using lexicon-enhanced LLMs. The proposed
framework addresses two critical challenges in this
domain: (1) the subtle and context-dependent nature
of suicide-related expressions, and (2) the need for
interpretable  model behaviour in  high-risk
applications. A complete schematic of the end-to-
end workflow from raw tweet collection to
explainable model prediction is depicted in Figure 1,
which illustrates the interaction between linguistic
filtering, FR-lexicon integration, and transformer-
based classification.



3.1. Dataset

To support model training and evaluation, we
utilized two Twitter-derived datasets selected for
their high relevance, lexical diversity, and validated
annotation protocols targeting suicidal ideation. The
rationale for selecting both corpora lies in their
complementary characteristics: one emphasizes the
breadth and variety of suicide-related expressions,
while the other ensures expert-labelled clinical
validity for benchmarking risk classification models.

Table 1. Comparison of Suicide Detection Models in social

media
Model Dataset Key Features Reference
Reddit QA Instlr_ul_c'slc.)r}-tuned
Mental-LLM | (Mental Y fast [27]
Health) afiaptatlon, I_a_cks
interpretability
Domain-tuned
BERT; rich
Reddit contextual
MentalBERT posts embeddings; [23]
lacks
explainability
BiLSTM + CNN
. +
C-BiLSTM + (ﬁ/fgr?tlattl Word2Vec/FastT 28]
GPT Health) ext/GloVe +
GPT; accuracy
up to 97.69%
Suicide risk-level
. UMD detection; F1-
GPI-3FINe | Reddit score 92.3%: [33]
Suicidality interpretable
outputs
. Domain-guided;
Domain-aware Various explainable;
mod?\lls (GPT- social resource- Work
€0, media efficient; robust Our Wor
LLaMA3, X
datasets in low-resource
Qwen2.5) -
settings
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Datasetl (Explicit Suicidal Intent Set):

This dataset consists of 9,119 public tweets
containing explicit or implicit suicidal content,
collected via targeted keyword queries such as want
to end it” or “no reason to live”. The dataset was
originally curated to encompass overt expressions
(e.g., direct statements of intent) and covert signals
(e.g., metaphorical or ambiguous language). For our
study, we extracted a refined lexical subset to
support the design and weighting of the FR Suicide
Lexicon [36].

Dataset2 (Twitter Suicide Risk Corpus):

This dataset includes 3,200 English tweets
manually annotated by a mental health expert and
two computational linguists. Tweets were classified
based on their alignment with established
psychological risk indicators, resulting in a binary
categorization: suicide risk vs. non-risk. The
annotation framework aligns with the risk
categorization guidelines used in contemporary
benchmarking tasks for mental health NLP systems
[37].

Together, these datasets provide a robust
foundation for training, lexicon extraction, and
performance evaluation under both high- and low-
resource lexical conditions.

3.2. Preprocessing and Intent Realignment

The raw tweets were subjected to a standardized
preprocessing [38] pipeline to normalize and sanitize
the text for subsequent model training. All textual
content was lowercased to ensure consistency across
tokens. Emojis, hyperlinks, and extraneous
punctuation marks were removed to reduce noise
and eliminate artifacts irrelevant to semantic
interpretation. Repetitive word forms, such as
elongated tokens and repeated phrases, were
deduplicated to minimize stylistic redundancy. In

Figure. 1. Overall framework of our work



contrast, non-informative tokens, including common
stopwords, were filtered out to sharpen the focus on
semantically rich content. Beyond these surface-
level transformations, an additional layer of
refinement was applied through an intent
realignment process. Given the prevalence of
sarcasm, metaphor, and indirect language in
expressions of suicidal ideation on social media,
some instances in the dataset were likely to be
mislabelled or ambiguously annotated. To address
this, an auxiliary classifier based on MentalBERT, a
BERT variant pre-trained on mental health-related
corpora, was fine-tuned on a curated subset of high-
confidence suicidal posts.

This domain-aware model was then employed to
reassess borderline or ambiguous samples,
particularly those exhibiting stylistic markers such
as irony, figurative language, or emotional
contradiction. By leveraging the contextual
sensitivity of MentalBERT, the realignment process
significantly improved the semantic reliability of the
annotations and reduced the likelihood of false
negatives in downstream training.

Moreover, to alleviate class imbalance and
enhance the representation of the minority class (i.e.,
suicidal posts), additional high-risk tweets were
selectively incorporated into the dataset. This
ensured that the resulting training corpus maintained
lexical diversity and representational adequacy for
robust suicide risk detection.

3.3. Frequent-Rare Suicide Lexicon Construction

A core innovation of this study lies in the
development of the FR-SL, a domain-specific
vocabulary crafted to improve the model’s
sensitivity to linguistic cues indicative of suicide
risk. Unlike general-purpose lexicons, FR-SL was
designed to capture common and infrequent phrases
that reflect mental health distress, particularly as
they manifest in social media discourse.

The lexicon construction process was based on a
frequency-based thresholding method, followed by
sentiment-informed filtering. First, we used Term
Frequency-Inverse Document Frequency (TF-IDF)
[39] analysis to extract candidate terms from both
datasets. Words that appeared more than 200 times
across the corpora were labelled as frequent, while
those occurring between 10 and 15 times were
considered rare. To assess the salience of these
terms, we calculated TF-IDF scores for each group
to highlight their contextual significance within the
suicide-related subsets.

Next, we intersected the frequent and rare term
lists with entries from the NRC Emotion Lexicon
[40], a widely used sentiment dictionary that assigns
affective labels (e.g., sadness, fear, anger) to words.
Only terms present in our filtered set and the NRC
lexicon were retained for inclusion in FR-SL.
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Finally, we applied a weighting adjustment based on
Equation (1).

o))

Where:
- w; denotes the final weight assigned to term i;
- TF-IDF(i) is the term frequency-inverse document
frequency score of term i;
- S; represents the set of sources confirming the
semantic or emotional relevance of term i;
- X is a proportional coefficient reflecting the
number of overlapping sources in which term i
appears;
- &, indicates the degree of alignment between
source s and domain-specific or sentiment-based
relevance.

Unlike other approaches, our lexicon does not
rely on predefined clinical phrases or external
sentiment scores. Instead, it leverages corpus-
internal  frequency cues and domain-aligned
affective overlaps to identify semantically important
expressions ranging from overt signals (e.g., “kill
myself”) to more subtle indicators (e.g., “I cannot
anymore”, “goodbye forever”). This strategy
allowed us to construct a lightweight, interpretable,
and contextually grounded lexicon suitable for
integration into LLM fine-tuning. This weighting
ensured that semantically critical terms such as
“goodbye forever” or “can’t go on” received higher
emphasis, while non-specific words like “bad day”
were demoted unless corroborated.

3.4. Model Architecture and Training Strategy

To evaluate the impact of lexicon-guided fine-
tuning on suicide risk detection, we employed three
representative open-source large language models:
GPT-NEO, Qwen2.5, and LLaMA3. These models
were selected based on their architectural diversity
and tokenizer strategies, which reflect different
capacities for handling informal, noisy, and
compressed textual data typical of social media
platforms. Specifically, GPT-NEO utilizes a byte-
level BPE tokenizer, Qwen2.5 is equipped with a
standard BPE tokenizer, and LLaMAS3 adopts a
hybrid SentencePiece-based Unigram+BPE
tokenizer. All datasets were preprocessed and
tokenized using each model's native tokenizer to
preserve semantic fidelity and structural consistency.

The models were fine-tuned using a two-stage
training strategy to enable controlled integration of
domain-specific lexical cues. In the baseline stage,
they were trained on tokenized input sequences
using a standard binary classification objective
without lexical supervision. This stage served as a
benchmark for evaluating each model's inherent



ability to learn from generic training signals in this
study.

In the lexicon-augmented phase, the models
already trained in the baseline setting were further
fine-tuned by incorporating the curated FR-SL.
Rather than injecting lexical guidance from the
outset, we opted for delayed integration to prevent
premature overfitting and allow the model to
develop general linguistic representations first.
During this phase, tokens that matched entries in the
FR-SL were encoded with auxiliary semantic tags
during  preprocessing.  Their  corresponding
embeddings were lightly re-initialized to increase
attention weights, effectively nudging the model
toward clinically meaningful risk indicators without
disrupting previously learned context patterns. This
strategy allowed the models to retain their general
reasoning capabilities while becoming more
sensitive to subtle suicide-related linguistic signals.

To enhance the results' robustness and
generalizability, we applied 5-fold stratified cross-
validation in all experiments and also enabled early
stopping based on loss of validation. This helped to
reduce overfitting, especially given the lexicon
weight class imbalance and lexical scarcity inherent
in real-world social media datasets. This two-stage
training approach allowed for a fair and controlled
comparison between each model architecture's
standard and lexical-enhanced learning pipelines.

3.5. Model Selection Justification

The selection of GPT-NEO, Qwen2.5, and
LLaMA3 was guided by a combination of
architectural diversity, tokenizer characteristics, and
open-access availability. GPT-NEO was chosen due
to its byte-level BPE tokenizer, which excels in
handling noisy, informal, and stylistically diverse
text typical of social media platforms. Its
conservative attention mechanism also favours high-
confidence predictions, making it suitable for
minimizing false positives. Qwen2.5 represents a
balance between compact encoding and adaptability,
offering  strong  performance  with  fewer
computational resources. LLaMA3, with its hybrid
SentencePiece tokenizer (Unigram + BPE), was
included to assess the ability of flexible token
segmentation in capturing rare or fragmented
linguistic patterns.

These models were prioritized over other
mainstream LLMs (e.g, BERT, ROBERTa,
ChatGPT) due to their open-source availability,
lightweight architectures, and fine-tuning flexibility.
Unlike ChatGPT and similar closed models, they
allow direct intervention in token embeddings and
lexicon integration. Compared to BERT-based
models, our selected LLMs better support long-
context dependencies and cross-token semantic
alignment, which are crucial for capturing subtle
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suicidal cues. This diversity ensures a more
comprehensive evaluation of how lexicon-guided
fine-tuning performs across different transformer
configurations.

3.6. Implementation Details and Computational
Resources

All experiments were conducted using PyTorch
and the HuggingFace Transformers library on a
single NVIDIA RTX 3090 GPU (24GB VRAM).
Each model GPT-NEO, Qwen2.5, and LLaMA3
was fine-tuned under both baseline and lexicon-
augmented conditions across two datasets using 5-
fold stratified cross-validation. Training was
performed using a binary cross-entropy loss, with
early stopping based on validation loss. The learning
process employed a batch size of 8, learning rate of
2e-5, and up to 10 epochs per fold, though early
stopping typically halted training earlier. SHAP-
based token-level explainability was performed after
training on each model. The entire pipeline
including data preprocessing, lexicon integration,
fine-tuning,  evaluation, and  explainability
accumulated to approximately 450 GPU hours in
total. No architectural modifications were applied to
the models; however, tokenizer-specific
preprocessing  and lightweight ~ embedding
reinitialization were applied for lexicon-aligned
tokens. All experiments were version-controlled and
fully reproducible, ensuring transparency and
traceability.

4. Results and Discussion

To evaluate the impact of lexicon-guided fine-
tuning, we conducted a series of experiments using
GPT-NEO, Qwen2.5, and LLaMA3 across two
distinct datasets. The results demonstrate that
incorporating the FR-SL significantly improves
suicide risk detection performance, especially
regarding recall and F1-score. This section discusses
the quantitative findings, model behaviour under
lexical constraints, and insights derived from error
analysis and SHAP-based explainability.

4.1. Performance on Dataset 1: Lexical Diversity
and Signal Density

In our previous work [18], we established a
foundational benchmark for suicide risk detection
using large language models, reporting promising
but model-specific performance trends across
diverse architectures. Building upon those findings,
we extended the experimental setting on Dataset 1
(n = 9,119), which features a broader spectrum of
suicidal expressions, to examine the generalizability
of lexicon-guided augmentation using the FR-SL
framework.

The integration of the FR-SL lexicon yielded
consistent performance improvements across all
three models, as presented in Table 2 and visualized



in Figure 2. Notably, Qwen2.5 achieved the highest
F1-score of 92.68% following augmentation, up
from 46.08% in the base setting. It also showed
substantial improvements in accuracy (92.93% vs.
30.42%), precision (94.21% vs. 37.18%), and recall
(91.20% vs. 60.60%), highlighting its strong
adaptability to rare suicidal cues—likely aided by its
balanced BPE tokenization.

GPT-NEO exhibited the most balanced overall
performance in the FR-SL setting, achieving an F1-
score of 93.40%, up significantly from 44.87% in
the base condition. Accuracy improved from
63.10% to 93.52%, precision from 84.07% to
93.40%, and recall from 30.60% to 93.40%. Its
conservative byte-level tokenizer appears to support
high-confidence classification, reducing false
positives while preserving sensitivity.

LLaMAZ3, while starting from a lower baseline,
also benefited from lexicon-guided prompting. Its
Fl-score rose from 33.12% to 91.02%, with
corresponding increases in accuracy (48.87% to
91.17%), precision (46.24% to 90.84%), and recall
(25.80% to 91.20%). Nevertheless, its improvements
were slightly more constrained compared to the
other models, possibly due to limitations introduced
by its hybrid tokenizer, which may fragment rare
lexical patterns.

Overall, these results validate and extend the
observations made in SENTINEL-LLM, confirming
that lexicon-informed prompting (via FR-SL) is an
effective enhancement strategy across diverse LLM
architectures. Furthermore, the comparative trends
emphasize the role of tokenizer design and model

Table 2. Performance Comparison of Base vs. SENTINEL
LLM Models on Dataset 1[18]

Model Setting Acc. Prec. Recall F1

Base 63.10 84.07 30.60 44.87

GPT-NEO | ol | 9352 | 9340 | 9340 | 9340

Base 30.42 37.18 60.60 46.08

Qwen25 | rpgi | 9203 | 9421 | 9120 | 9268

Base 48.87 46.24 25.80 33.12

LLaMAS | rrsL | 9117 | 9084 | 9120 | 9102
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alignment in downstream suicide risk detection
tasks.

4.2. Performance on Dataset 2: Low-Resource
Settings

In Dataset 2 (n = 3,200), which featured fewer
lexical variants but higher annotation precision, the
overall performance of baseline models declined,
largely due to data sparsity and narrower distribution
of suicidal cues. Nonetheless, the integration of the
FR-SL lexicon consistently enhanced all four-
evaluation metrics across models, as shown in Table
3and Figure 3.

GPT-NEO retained the highest precision
(91.53%) and demonstrated strong gains in recall
(55.08% — 91.53%) and Fl-score (54.85% —
85.04%) following FR-SL augmentation. These
results highlight its robustness and conservative
generalization behavior, even under lexical
compression.

Qwen2.5, which had struggled in the baseline
setting, particularly in recall (11.02%) and F1-score
(17.69%), exhibited the highest post-augmentation
F1-score (91.49%), driven by sharp improvements
in both precision (93.48%) and recall (89.58%).
However, its extreme sensitivity to lexicon absence
suggests reliance on semantic guidance for low-
resource data contexts.

LLaMAS3 achieved more stable performance
across settings, improving from a baseline F1-score
of 66.67% to 82.35% with FR-SL. Although less
extreme than Qwen2.5, LLaMA3’s recall variation
(67.46% — 83.05%) still indicates potential
challenges with idiomatic or compact phrasing,
possibly linked to hybrid token segmentation.

These outcomes reinforce the value of FR-SL
augmentation, particularly in data-scarce scenarios,
and illustrate varying degrees of lexicon dependency
and tokenizer sensitivity among LLM architectures.

4.3. Assessing Vocabulary Impact on Model
Performance

By replicating the experiments on Dataset 2,
which contains roughly one-third the size of Dataset

Figure. 2. Performance comparison of 3 models on dataset 1.
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Figure. 3. Performance comparison of 3 models on dataset 2.

Table 3. Performance Comparison of Base vs. FR-SL fine-tune
Models on Dataset 2

Model Setting Acc. Prec. Recall F1

Base 53.48 54.62 55.08 54.85

GPT-NEO| rpsi | gsas | 7941 | o153 | 8504
owenzs | B | 4738 | aa8s | 1102 | 1769
S| FRsL | 8957 | 9348 | 8958 | 9149
LLamas | Base | 5000 | 5066 | 6746 | 6667

FR-SL 81.7f 81.67 83.05 82.35

1 (n = 3,200), we created an opportunity to
empirically examine the relationship between lexical
diversity and the effectiveness of lexicon-guided
augmentation. The comparative results clearly
indicate that as the variety of expressive language,
and consequently the coverage of the FR-SL
lexicon, decreases, the impact of lexicon-enhanced
fine-tuning on model performance also diminishes.
This trend is particularly evident for models like
Qwen2.5, which demonstrated dramatic
performance gains in Dataset 1 but showed
heightened sensitivity to lexical sparsity in Dataset
2. These findings underscore that the effectiveness
of lexical augmentation is not only dependent on
model architecture and tokenizer design but is also
strongly conditioned by the lexical richness of the
training data and its overlap with the lexicon. In
essence, with reduced lexical variety, the model's
ability to leverage semantic guidance from the
lexicon becomes constrained.

From a methodological perspective, this
comparative  experiment offers a significant
contribution by empirically demonstrating that
lexicon-based fine-tuning functions as a domain-
sensitive augmentation strategy. Its effectiveness is
modulated by the lexical and semantic density of the
target dataset, indicating that the extent of
vocabulary overlap between the lexicon and dataset
can serve as an indirect proxy for estimating the
semantic informativeness of the data. This insight
not only informs future lexicon construction but also
highlights the potential of lexicon-driven

augmentation as a diagnostic tool for evaluating the
representational depth of low-resource corpora.

4.4. Linguistic and Architectural Interpretation

The observed differences between models are
not merely statistical but deeply rooted in tokenizer
design, model architecture, and vocabulary
alignment strategies:

e With its Byte-level BPE tokenizer, GPT-
NEO excels in managing noisy, informal, or
non-standard inputs key features of social
media data. Its architecture, being more
deterministic in handling tokens, likely
supports higher precision but at the cost of
missing nuanced low-frequency patterns
unless explicitly trained.

e Qwen2.5, built on a BPE tokenizer, strikes a
middle ground: it compresses frequent
sequences efficiently while maintaining
generalizability. Its superior F1 score,
especially after FR-SL integration, indicates
high adaptability to vocabulary-driven fine-
tuning. This property makes it especially
suitable for real-world social media screening
tasks.

e LLaMAS3, incorporating a Unigram + BPE
approach, theoretically offers flexibility to
represent rare and common words. However,
its performance suggests that such flexibility
may need more fine-tuned calibration when
applied to short, noisy, and semantically
dense texts like those on social platforms.

4.5. Relevance of Domain-Specific Vocabulary

The performance gains across both datasets
validate the effectiveness of domain-specific
vocabulary integration. Unlike standard fine-tuning,
our approach emphasizes lexicon-guided alignment,
targeting both frequent clinical terms (e.g., "suicidal
ideation™) and informal social cues (e.g., "done with
life", "I can't anymore™) that appear outside
traditional clinical narratives.
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Such alignment is critical because social media
language fundamentally differs from clinical
interviews: it often involves abbreviations,
metaphors, sarcasm, slang, and context-dependent
expressions not present in structured medical
settings. The FR-SL bridges this gap by mapping
high-frequency clinical phrases to their low-
frequency, informal counterparts, improving model
coverage and interpretability.

4.6. Error Analysis

To deepen our understanding of model
behaviour beyond aggregate metrics such as
accuracy and F1-score, we conducted a comparative
error analysis focusing on false positives (FP) and
false negatives (FN) across both datasets. Table 4
presents a unified overview of classification errors
for each model under both baseline and FR-SL-
augmented settings. Reduction in Total Errors with
Lexicon  Augmentation: All  three  models
substantially reduced total errors (FP + FN) when
augmented with the FR lexicon. For example, GPT-
NEO’s total errors dropped from 4895 to 947 in
Dataset 1, and from 1814 to 644 in Dataset 2.

Shift in Error Trade-offs

Lexicon augmentation reduced total errors and
reshaped the balance between FP and FN. In the
baseline condition, most models specially Qwen2.5
and LLaMAS3 struggled with high FN due to implicit
suicide cues. After FR-SL integration, FN rates
dropped significantly (e.g., LLaMA3: 4394 — 763
in Dataset 1), even though FP slightly increased in
some cases.

Model-Specific Behavior

GPT-NEO maintained a relatively balanced error
profile with consistent improvements across both
datasets. Qwen2.5, initially prone to high FN in
Dataset 1, showed the most dramatic reduction,
especially in Dataset 2 (total errors: 333). LLaMA3
exhibited unusually high FN in its baseline form
(4394) but significantly recovered after lexicon

Model-Specific Behavior

GPT-NEO maintained a relatively balanced error
profile with consistent improvements across both
datasets. Qwen2.5, initially prone to high FN in
Dataset 1, showed the most dramatic reduction,
especially in Dataset 2 (total errors: 333). LLaMA3
exhibited unusually high FN in its baseline form
(4394) but significantly recovered after lexicon
integration.

Dataset Sensitivity and Generalization

Despite the smaller scale of Dataset 2, relative
improvements remained consistent, highlighting that
lexicon-guided learning generalizes well under both
high-resource and low-resource conditions. Notably,
lexicon augmentation also reduced FP, where many
false positives in baseline runs involved words like
“die” or “kill” in non-suicidal contexts (e.g., movie
quotes). The FR-SL helped models better
disambiguate these by guiding attention to
semantically relevant tokens.

4.7. Explainability and Model Interpretation

To achieve interpretability and better understand
the decision-making processes of the language
models when utilizing the FR-dictionary vocabulary,
we employed SHAP analysis. SHAP values quantify
the contribution of each token toward the final
prediction, providing insights into the relative
influence of domain-specific vocabulary. Figures 4 -
6 illustrate token attribution distributions for GPT-
NEO, Qwen2.5, and LLaMAS3.

Our SHAP analyses revealed meaningful
differences in how each model utilizes FR-
dictionary terms. The average contribution of FR
tokens across models was around 9% (mean) and
5% (median), with some samples exceeding 60%. In
contrast, ~24% of GPT-NEO predictions showed no
FR-token contribution, suggesting inference based
on broader context.

integration.
Table 4. Error Counts (FP, FN, Total) Across Datasets and Settings
Datasetl Dataset2
Model Setting

FP FN Total FP FN Total
Baseline 447 4448 4895 915 898 1814

GPT-NEO
With FR-SL 184 763 947 475 169 644
Baseline 3157 2395 5552 271 1780 2051

Qwen2.5
With FR-SL 263 606 869 125 208 333
Baseline 1053 4394 5447 1898 51 1949

LLaMA3
With FR-SL 398 633 1031 672 340 1012




Figure. 4. SHAP token attribution analysis for GPT-NEO

Figure. 5. SHAP token attribution analysis for Qwen2.5

Figure. 6. SHAP token attribution analysis for LLaMA3

Model-specific patterns were also evident: GPT-
NEO showed cautious yet focused attribution
spikes; Qwen25 and LLaMA3 demonstrated
smoother, more distributed token attribution,
reflecting a balance between explicit vocabulary
cues and contextual understanding. These findings
underscore the interpretability gains enabled by
lexicon integration. Predictions with zero attribution
to FR tokens highlight opportunities for expanding
the lexicon or improving contextual learning
strategies. Overall, the SHAP-based interpretability
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framework  confirms  the  effectiveness  of
vocabulary-guided learning and  enhances
transparency in model decisions an essential feature
for clinical and real-world deployment in sensitive
domains such as suicide prevention.

4.8. Limitations

While our framework presents notable
advancements in detecting suicidal ideation, several
limitations remain that open promising avenues for
future work, many of which can be addressed within
the current architectural scope.

First, our study relies exclusively on publicly
available social media data. Although this ensures
transparency and replicability, it excludes posts from
private or semi-private communities, where
individuals may disclose more intense psychological
distress. Future extensions could incorporate
privacy-preserving collaboration mechanisms with
platform providers or employ federated learning to
analyze sensitive content without compromising
user confidentiality.

Second, our framework is currently restricted to
textual content. However, suicidal ideation is often
manifested through multimodal signals, such as
vocal tone, facial expression, and visual symbols.
Given our model’s modular structure, it can be
extended to integrate cross-modal embeddings and
pre-trained visual/audio encoders. For instance,
audio-to-text transcription can be combined with
emotional prosody analysis, or image-based
sentiment models can be fused using late-stage
attention mechanisms. This would enable a more
holistic understanding of distress beyond language.

Third, all experiments were conducted in
English. This inherently limits the generalizability of
our findings across linguistically  diverse
populations. To address this, the existing framework
can incorporate multilingual pre-trained LLMs (e.g.,
XLM-R or mBERT) and align the FR-SL lexicon
with language-specific suicide-related expressions
via embedding projection or translation-guided
lexical alignment. In future work, cross-cultural
corpora annotated by multilingual experts could be
used to refine and validate such extensions.

Fourth, the construction of the FR-SL lexicon
involved semi-automated techniques, blending
frequency thresholds with manual filtering. While
this yielded high interpretability, it limits scalability
across domains or languages. The current pipeline
can be expanded using automated vocabulary
expansion techniques, such as embedding similarity,
self-supervised clustering, and dynamic querying of
LLMs under emotion-conditioned prompts. These
enhancements would enable continuous updates and
cultural adaptability of the lexicon.



Finally, although our system includes
explainability mechanisms (via SHAP), further
improvements could involve interactive explanation
interfaces for clinical users or uncertainty
quantification modules to flag ambiguous cases.
These additions would increase the trustworthiness
and accountability of deployment in sensitive
contexts.

In summary, while some limitations persist, they
do not reflect fundamental flaws in the proposed
architecture. Rather, they highlight directions for
enriching the system's multimodal, multilingual, and
adaptive capabilities within the same explainable
and domain-guided design philosophy.

4.9. Ethical Considerations

All datasets used in this study were publicly
available, anonymized, and selected in compliance
with ethical standards for research involving human-
related content. No personally identifiable
information (P1l) was accessed or utilized, and no
direct interaction with individuals occurred at any
study stage. The proposed system is intended solely
as a tool to support faster and more accurate
identification to assist clinicians, administrators, and
mental health professionals, but is in no way
guaranteed to replace human judgment.

Furthermore, the integration of explainability
layers such as SHAP ensures that the model’s
predictions remain transparent, debatable, and
auditable by human experts. This transparency is
particularly critical in high-risk applications such as
suicide prevention, where false positive or negative
results have serious ethical and psychological
consequences. Our design takes into account the
principles of responsible Al and promotes safety,
fairness, and accountability in the deployment of
computational systems in vulnerable domains.

5. Conclusions

This study proposed a domain-aware, lexicon-
guided framework (FR-SL) that enhances suicide
risk detection on social media by integrating
semantically rich vocabulary into large-scale
language models (GPT-NEO, Qwen2.5, and
LLaMA3). Our experimental results on two
benchmark  datasets demonstrate  significant
improvements in recall and F1 scores, which align
with the effectiveness of fine-tuning LLMs with
domain-specific lexical signals. These
improvements were particularly prominent in
identifying rare and context-specific indicators of
suicidality that conventional models often miss.

Beyond the quantitative  results, the
incorporation of SHAP-based explainability has
enabled us to relate model predictions to specific
lexical stimuli, and to have transparency around the
interpretation and operationalization of the model

_ Risk-Aware Suicide Detection in Social Media: A Domain-Guided Framework with

Explainable LLMs

particularly in sensitive applications like mental
health monitoring systems. Combining an explicit
rationale that aligns model behavior with clinical
reasoning pathways allows us to ground the raw
algorithmic power to its real-world applications, and
opens up a number of opportunities for future work.
First, expanding the coverage of the FR-SL lexicon
via automated discovery methods such as
embedding-based similarity, dynamic querying of
LLMs, and clustering co-occurrence statistics could
improve adaptability to emerging linguistic trends.
Second, multilingual and culturally contextual
extensions are essential for global deployment,
especially in regions with high linguistic variation in
the expression of psychological distress. Thirdly, by
tapping into multimodal data like emotional cues
from voices, the feelings conveyed in images, and
behavioral metadata such as how often someone
posts or interacts we can really boost the accuracy
and strength of risk detection. This approach blends
sensitivity to language, clarity in understanding, and
efficiency in models, creating a solid base for
responsibly integrating Al into the field of
computational mental health. Looking ahead,
advancements in this area hold tremendous promise
for broadening the reach and dependability of
suicide prevention initiatives across various cultural
and technological contexts.
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