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ABSTRACT 

The purpose of this research is to provide a growth model of fixed assets based 

on the financial criteria of companies admitted to the Tehran Stock Exchange. 

The current research is applied in terms of objective classification and descrip-

tive-correlation in terms of method. The research method is deductive-inductive. 

The statistical population of the current research is all the companies admitted to 

the Tehran Stock Exchange in the period from 2012-2021 and the financial infor-

mation of 101 companies are use. Research hypotheses were tested using artificial 

intelligence algorithm. In this research, investment in fixed assets has been con-

sider as a dependent variable, and financial criteria has been considered as pri-

mary independent variables. The results of research hypotheses testing using the 

methods of linear and non-linear algorithms of artificial intelligence PINSVR and 

KPLSR in predicting fixed asset investors of companies and by calculating the 

three errors criteria MAE, MSE and SMAPE in annual fixed assets. The asset 

forecasting in the next year of companies showed that the error difference be-

tween linear models and non-linear models is not so great that it can be claim that 

linear models are ineffective in predicting asset growth so that artificial intelli-

gence algorithms are capable of predicting investment in company assets. 

 

 

 

1 Introduction 

One of the measures of firm growth is asset growth. Asset growth indicates that the company has funds 

to pay debts to related parties or investors. If there is growth in assets, investors will invest their funds 

in companies that have higher assets. If the company has low assets, investors can see it from another 

side of the company's financial statements, for instance sales growth. However, high or low assets are 

not a guarantee of achieving company profits. Hence, in order for convincing investors to trust and 

continue to invest their funds in�a�company, management must keep the firm’s profit stable or increase�
from year to year by implementing an earnings management strategy [1]. One of the important factors 

to solve the economic problems of the countries is the expansion and development of investment, but 

this alone is not enough and due to the limitation of financial resources, in addition to the issue of 

investment development, increasing the efficiency of investment is also one of the important issues. 

https://portal.issn.org/resource/ISSN/2538-5569
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Conceptually, investment efficiency is achieved when the firm invests only in all projects with a positive 

net present value. In fact, some capital market defects such as information asymmetry and agency costs 

can lead to the process of over-investment or under-investment. In the sense that neither projects with 

a positive net present value (investment below the limit) nor projects with a negative net present value 

(investment below the limit) are reject [2]. A portfolio can be integrated across multiple assets and 

investments Criteria and Methodologies However, fundamental analysis is about financial review Ra-

tios and perform an efficient evaluation for the investor to choose the asset. In between Different meth-

ods for asset selection by valuation method, preference based Competitive advantages can be a powerful 

tool for investors [3]. Making decisions about favorable and profitable investment opportunities is a 

sensitive and important issue. These opportunities are, referred to as invisible variables that do not 

happen by themselves, but must be identify or created. Considering that investment opportunities cause 

the company's financial resources to be allocated for the purpose of income or cost reduction, therefore 

regular and principled financial policies may be implemented by the company for investment decisions, 

economic theories state that long-term growth Duration depends on investment decisions [4].  If the 

risk management is well implemented in the business unit, it can create a competitive advantage [5]. 

Dealing with the issue of risk shows that reaction to risk is an important aspect that has received a lot 

of attention in recent years regarding increasing investment efficiency and reducing investment ineffi-

ciency. A manager is considered more capable if he shows his ability well in terms of risk response. 

Facing multiple risks can affect management ability. From this point of view, how to react to risk is a 

test field to evaluate the ability of management to influence the efficiency of investment. There is un-

certainty due to the presence of risk in the operations of any company, but it is believed that how to deal 

with risks can (threat) turn the resulting risk into an opportunity for the growth and efficiency of the 

company's investments, which, of course, depends on the company's risk management [6]. Managers 

argue that accounting comparability reduces the cost of information acquisition and increases the over-

all quantity and quality of information available to decision-makers. This should help firm managers to 

make better investment decisions and be more efficient in research and development investments [7]. 
One of the improvements in new studies methods Artificial intelligence is employed, using the feature 

selection as a pre-stage for it is the main classifier model. However, according to research, support 

vector machine has an acceptable performance in investment forecasting but the accuracy of its perfor-

mance is significantly affected by the number of features of the input variables. Therefore, the number 

of features that should be used in machine learning has a significant effect on increasing the accuracy 

of the results and reducing the cost. Therefore, one of the improvements in new studies has been applied, 

using feature selection as a pre-step, for this is the main classifier model [8]. Partial least squares (PLS) 

regression is commonly used for multivariate calibration of instruments [9]. The PLS method has been 

a popular regression technique in its domain of origin Chemometrics . The method is similar to PCR 

where principal components determined solely from explanatory variables creates orthogonal, uncorre-

lated, input variables in a regression model. In contrast, PLS creates orthogonal components by using 

the existing correlations between explanatory variables and corresponding outputs while also keeping 

most of the variance of explanatory variables. PLS has proven to be useful in situations when the num-

ber of observed variables (N) is significantly greater than the number of observations (n) and high mul-

ticollinearity among the variables exists. This situation when (N) is common in chemometrics and gave 

rise to the modification of classical principal component analysis (PCA) and linear PLS methods to 

their kernel variants [10]. By examining the aspects of research innovation, it has been observed that, 

no research has been done in the field of investing in fixed assets with artificial intelligence. Also, the 

file:///C:/Users/f_shamsdoost/Desktop/i.docx
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variable selection method to reduce the error rate is consider one of the research innovations and the 

calculation of linear and non-linear methods in reducing prediction errors is another research innova-

tion, and finally, no model has been presented regarding investment in fixed assets. Based on this, the 

researcher in this research seek to analyze and present a model for predicting the investment of compa-

nies admitted to the Tehran Stock Exchange in fixed assets based on financial quality. 

 

2 Theoretical Bases and Background 

One of the most important roles of accounting is the efficient allocation of capital, so it is not surprising 

that the current literature in this field focuses on the role of accounting in capital allocation decisions. 

Therefore, one of the common challenges of these studies is how to identify and measure investment 

efficiency. From the point of view of theory, the efficient allocation of capital means the circulation of 

capital for its optimal and valuable use. Despite this, it is difficult to observe the flow of capital and 

distinguish between high and low investment values [11]. Therefore, researchers from finance and ac-

counting fields have developed different methods to identify and measure investment efficiency in ad-

vanced economies. In investment discussions, the type of capital decision Therefore, researchers from 

finance and accounting fields have developed different methods to identify and measure investment 

efficiency in advanced economies. In investment discussions, the type of decision-making by investors 

and the factors influencing their decision-making are very important. Financial theories and theories 

have had two different approaches in the last few decades. The first approach is the neoclassical ap-

proach in financial sciences. The basic premise of financial theories and theories according to this ap-

proach is the efficiency of the market and the rational behavior of investors in the market. This approach 

with the pricing model of capital assets and the theory of efficient markets in the limited time in the 

1960s, the pricing model with intermediate capitals and Miller and Madelaine's arbitrage pricing theory 

began in the 1970s [12]. Every aspect of learning could be broadly defined. So that a machine can be 

simulated to solve all kinds of problems with features such as recognition, language use, abstract for-

mation and general concepts. Types of machine learning systems are dividing into three categories: 1) 

the system trained with human supervision or not? Includes: supervised, unsupervised, semi -supervised 

and feedback learning. 2) Does the system see during training activities or not? Includes online learning 

or offline. 3) The system only compares unknown data with information or instead recognizes patterns 

during the training process and builds a model that can predict which includes an example to be modeled 

against. The advantages of artificial intelligence are reducing human error, helping in repetitive tasks, 

digital assistant, quick decision making, solving complex problems in new inventions and quickly learn-

ing tasks [13]. One of the characteristics of successful firms is their competitive power. Competitive 

power is defined as the firm's economic ability to maintain its share in international markets or increase 

its share in the market. The competitive environment has an essential informational role that can im-

prove investment efficiency [14]. On the other hand, if the firm's accounting system and financial state-

ments are more comparable with other firms, market participants such as analysts, investors, and legis-

lators can more accurately evaluate the firm's economic performance [15]. The research results of Jahan 

shad and Khalili , show that there is a negative relationship in the six-month period and a positive 

relationship in the three-month and annual period between the growth of fixed assets and stock returns 

[16]. The research results of Darabi and Karimi, show that there is a significant negative relationship 

between the increase in the growth rate of fixed assets and short-term and long-term stock returns [17]. 

Haji an et al, in the revaluation of fixed assets and its effect on company performance and stock returns 

show that there is no relationship between asset revaluation and the company's future performance and 
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the existence of a direct relationship between the revaluation surplus and the company's stock price. 

Also, revaluation through changing the debt leverage can change the stock returns [18]. Fir mania et al, 

in their research, investigated the effect of financial leverage, company size, liquidity and operating 

cash flow on the renewal of fixed assets. The results showed that financial leverage has an effect on the 

renewal of fixed assets. Companies with high financial leverage try to restore leverage ratios by reval-

uation of fixed assets. Also, operating cash flow is related to the decision to reevaluate fixed assets [19]. 

Lopez and Walker, in investigating the relationship between the company's future performance, stock 

price and return on fixed assets revaluation and the effect of the company's management mechanisms 

on fixed asset revaluation, showed that the company's future performance, stock price, and stock return 

decrease following the fixed assets revaluation. Lopez and companies that have higher debt or lower 

liquidity are more likely to reevaluate fixed assets [20]. Mir Mohammadi and Soleimani Amiri, in ex-

amining the relationship between debt surplus and current performance (employment rate, investment 

in fixed assets and financial stress) of small and medium companies in the capital market of Iran showed 

that the amount of debt surplus has no effect on the amount of investment in fixed assets [21]. In another 

research, which aims to evaluate and compare the fractal feature selection method 2 with others. Meth-

ods, including relief, 3 Sia face 4 and several other methods, using vector machine classification. The 

support was done by Leong, the superiority of the fractal method over other filtering methods of feature 

selection. It was proved [22]. According to the results of many domestic and foreign studies, the supe-

riority of support vector machine methods over methods such as artificial neural networks and also, 

statistical methods have been proven. Therefore, in the following, we will mention the most researches 

that the relationship with the topic under investigation is discussed: Gholamreza Mansour far [23] in 

study examined the Investigated the moderating role of internal and external dimensions of corporate 

governance on the relationship between information asymmetry and investment efficiency. To achieve 

the objectives of the research, 106 companies selected for the period of 2009 to 2018. According to the 

theoretical foundations and research findings, the information asymmetry variable has a negative and 

significant relationship with investment efficiency. Vahid Taghizadeh et al. [24] in study examined 

Validate investment efficiency models based on agency theory, information asymmetry, managerial 

fronting, and company value maximization. For this purpose, 180 companies had use for the period of 

1386-1396. The findings showed that free cash flows and financial restrictions have a positive effect on 

over- and under-investment, respectively. The findings indicated that investment efficiency has a posi-

tive effect on economic add value and company value, but this effect was not confirmed through all 

investment efficiency models. The results showed that the test of all hypotheses based on the native 

model of investment efficiency was confirmed. Brian Silverstein et al [25] in study examined how do 

managerial characteristics affect the investment efficiency of companies? Previous research determines 

the efficiency of a firm's investment as a function of the firm's information environment and internal 

governance. We examine how managerial opportunism is an agency conflict that distorts firms' invest-

ment policy. The results show that managerial opportunism reduces the company's investment effi-

ciency and has negative effects on the company's accounting and financial performance. He, Y., Chen 

et al [26] studied and evaluated investment performance with a predictive machine learning approach. 

This paper proposes a nonlinear automatic neural network method to evaluate the investment perfor-

mance of public enterprises. This method is different from the traditional method based on machine 

learning, such as linear regression, structural equation, Clustering and principal component analysis. In 

this article, the regression forecasting method is using to analyze investment efficiency. First, they an-

alyze the relationship between ownership diversity, corporate debt, and investment efficiency of state-



Shamsdoost et al.  

 
 

 

 

Vol. 9, Issue 2 , (2024) 

 

Advances in Mathematical Finance and Applications 
 

[987] 

 

owned companies. In the second step, a set of investment efficiency evaluation index systems for state 

owned companies were made and from a Non-linear an autoregressive neural method was used for 

verification. Data on the shares of state-owned enterprises in Shanghai and Shenzhen from 2009 to 2018 

are taking as samples. The experimental results show that the output value of the nonlinear self-regres-

sion neural network is very appropriate to the real data. Based on the regression analysis of the neural 

network model, this article performs a descriptive statistical analysis of the main variables and the con-

trol variables of the evaluation indicators. This confirms the direct effect of ownership diversity on the 

investment efficiency of SOEs and the indirect effect on the investment efficiency of SOEs through 

corporate debt leverage. Spyros K et al [27] in a study investigated management tools using machine 

learning. In this work an innovative approach to exploit the true potentials of machine learning (ML) 

by the financial industry is presented; using ML technology not as a source of investment ideas but as 

a consultant for trading decisions. In particular, the artificial intelligent risk management system 

(AIRMS) is present that introduces one of the first efforts in the literature to utilize supervised ML as a 

risk management tool. Two AIRMSs systems are develop based on two well-known ML algorithms, 

i.e., artificial neural networks and decision trees. These two systems are applied into the five major 

currency pairs (FOREX) using signals obtained from an existing technical breakout trading strategy 

introduced in previous study by the authors, covering a seven-year period (2010–2016). Technical in-

dicators and times series of the past entry points feed AIRMS in order to classify produced signals from 

the trading strategy into two classes: profitable and not. Constructing new portfolios using signals clas-

sified only as profitable resulted in an increased profit of more than 50% compared to the original ones. 

In this work, technical improvements are also propos on the application of ML algorithms to financial 

data related to evaluation metrics and smoothing inputs. The obtained results revealed that the two 

AIRMSs can achieve impressive improvements to the performance of already profitable portfolios and 

proved that using ML to build risk management tools is very promising. Marcelina et al [28] in research 

to obtain empirical evidence regarding the effect of growth, financial leverage, fixed asset turnover, 

profitability, firm size, firm age, audit quality, board independence and managerial ownership as inde-

pendent variables on focused on earnings management as a dependent variable .This research uses non-

financial companies listed in Indonesia Stock Exchange (IDX) during 2016 to 2018 as population. Sam-

ples for this research were obtained through purposive-sampling method, in which 516 non-financial 

companies with 354 data were taken as samples. Multiple linear regression and hypothesis tests were 

used as data analysis method in this research. The results show that growth positively affects earnings 

management. This indicates that companies experiencing higher growth tends to improve earnings man-

agement practice. Meanwhile, the other variables do not have effect on earnings management. Wick-

remasinghe et al [29] in a study examined investigate the effect of risk management practices, how they 

have applied to accomplish sustainable financial performance in Sri Lanka and offer guidance to all the 

businesses as to how they can mitigate the risk faced by them. The research has expanded to extensive 

coverage of business sectors by 65 listed companies and secondary data are obtain from the annual 

reports publication in CSE. The statistical analysis of the multiple regression technique performed to 

calculate the results using e view-9 software. Risk management practices in operating cash flow have 

negative correlation between sustainable financial performances. The study was revealed that invest-

ment cash flow risk management practice have no correlation between sustainable financial perfor-

mances. This will give detailed idea of cash flow risk management practices involvements and the im-

portance to the listed companies in Sri Lanka. 

Yang et al [30] in a study examined parametric-insensitive nonparallel support vector regression 
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(PINSVR) algorithm for data regression. PINSVR indirectly finds a pair of nonparallel proximal func-

tions with a pair of different parametric-insensitive nonparallel proximal functions by solving two 

smaller sized quadratic programming problems (QPPs). By using new parametric-insensitive loss func-

tions, the proposed PINSVR automatically adjusts a flexible parametric-insensitive zone of arbitrary 

shape and minimal size to include the given data to capture data structure and boundary information 

more accurately. The experiment results compared with the ε-SVR, ε-TSVR, and TPISVR indicate that 

PINSVR not only obtains comparable regression performance, but also obtains better estimations. Jorge 

Daniel et al [31] in a study, they investigated a procedure that optimizes the generalization capacity of 

KPLS multivariate models using genetic algorithms (GA). It selects the values of the kernel function 

parameter and the number of components for which the value of the cross-validation coefficient Q2cum 

is maximum, adds preliminary tests to configure the GA and defines a convergence criterion in terms 

of dispersion in the estimates. GA has demonstrated a good performance in the task of optimizing KPLS 

with convergent solutions towards a global optimum. Huerta Ramon et al [32] discussed the profitability 

of a trading strategy based on training a model to identify stocks with higher or lower expected returns. 

In this method, a classifier is train on historical sequence sets and tested on future data. The classifier 

is chose to be a nonlinear support vector machine (SVM) due to its simplicity and effectiveness. The 

data range from 1981 to 2010. The SVM is train once per month, in order to adjust to changing market 

conditions. Portfolios are form by ranking stocks using the classifier output. The highest ranked stocks 

are using for long positions and the lowest ranked ones for short time sales. The Global Industry Clas-

sification. Standard is use to build a model for each sector such that a total of eight long-shorts portfolios 

for Energy, Materials, Industrials, Consumer Discretionary, Consumer Staples, Health Care, Financials, 

and Information Technology are formed. Without measuring trading costs, but using 91 day holding 

periods to minimize these, the strategy leads to annual excess returns (Jensen alpha) of 15% with vola-

tilities under 8% using the top 25% of the stocks of the distribution for training long positions and the 

bottom 25% for the short ones. The results showed that linear SVMs are less efficient than non-linear 

SVMs. Huang and his colleagues [33] attempt to predict the stock price using the selection method. A 

cover feature with a system composed of several viewer layers, including a vector machine. The support 

and the network were nervous. Their results showed that the accuracy of predictions using the method 

the coverage feature selection is higher than different filtering methods. Lee Ming [34] with the aim of 

predicting the trend of price changes of the Nasdaq index, step by step a research with the combination 

of vector machine model and hybrid feature selection resulting from the combination of feature selec-

tion. Fisher and forward sequential search supported. As input features of his model used the 30 stocks 

available in this case, the results of Ming's research showed that the use of the support vector machine 

with the selection of hybrid features is more accurate in predicting the trend compared to Backpropa-

gation neural network as well as the use of other selection methods have a feature. In the research 

conducted by Zebrowski [35] the support vector machine was used with actual daily trading volume, 

along with Fisher's feature selection, in order to predict usage trends became. As an input, he used 7 

technical analysis indicators to forecast stock price trends and used by showing the superior perfor-

mance of his proposed model, he showed the superiority of this model over the model He proved simple 

support vector machine and support vector machine without feature selection. In a research conducted 

by Monajmi, Abarzaei and Ra'iti [36] stock prices in the market was predicted by fuzzy neural network 

and genetic algorithm. The results of their research showed that the proposed hybrid model performs 

better both in terms of accuracy and speed. 
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3 Research Methodology and Hypotheses 

This research has two hypotheses as follows: 

Hypotheses 1: The financial accounting criteria are effective with the amount of investment in fixed 

assets. 

Hypotheses 2: The artificial intelligence algorithm has the ability to predict investment in the company's 

fixed assets. 

The purpose of this research is to provide a growth model of fixed assets based on the financial criteria 

of companies admitted to the Tehran Stock Exchange. The current research is practical in terms of 

purpose and in terms of gathering post-event information because past information of the sample com-

panies is used, and in terms of data collection and inference, it is descriptive-correlation and compara-

tive-inductive research approach. Eviews and MATLAB software are used for analysis. In this study, 

in terms of easier access to information of companies listed on the Tehran Stock Exchange and the high 

reliability of information, the statistical population includes all companies listed on the Tehran Stock 

Exchange in 2013 until the end of 2022. To determine the statistical sample, a systematic elimination 

method will be used and for this purpose, those companies of the statistical community that have the 

following conditions will be selected as a statistical sample and the rest will be removed: 

❖The financial year of the company is the end of March of each year. 

❖Has not changed activity or changed fiscal year during the research period. 

❖To be present in the stock exchange continuously during the research period. 

❖Their financial information is available for the entire period under review. 

After applying the above restrictions on the statistical population, 101 companies were selected as the 

statistical sample. 

 

4 Research method 

The purpose of this research is to provide a growth model of fixed assets based on the financial criteria 

of companies admitted to the Tehran Stock Exchange. Measurements and description of how to check 

them in a conceptual model as explained in Figure (1), in this research, variables are select by regression 

method using primary patterns. After selecting the variables, fixed asset investment predicts using in-

telligence artificial algorithm. Then the average amount of errors is extract and the algorithms are com-

pared according to the errors and finally the best method is introduced for investors to use. 

 
Fig. 1: Research Steps (Made by The Researcher) 

 
The research process will be done according to the conceptual model of Figure (2). The variables of the 

companies are selected based on the variable selection method. The data is divided into 10 folds and 

then the data is tested and trained. Then the training data is calculated with four artificial intelligence 

algorithms: linear and non-linear PINSVR and linear and non-linear pls. In the training phase of the linear 
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and non-linear models after learning, the same training-validation data without the dependent variable 

are again will be given to them to determine the value of the fixed asset growth variable. To check the 

learning power of the models using three errors MAE, MSE and SMAPE evaluation criteria in the 

training phase for each criterion, errors are reported for the current year and the next year. 

 

 
Fig. 2: The Process of Conducting Research (made by the researcher) 

 

 

4.1 Method of Selecting and Finding the Importance of Independent Variables Based on 

Relief-F (Variable Selection) 

In order to interpret and analyse the data, first, the information related to the descriptive statistics of 

related and descriptive variables was examined, which includes the calculation of the average, median, 

and dispersion, etc., which shows the characteristics of each member. EViews and MATLAB software 

are used for analysis. The target population in descriptive statistics, the information obtained from a 

group describes the same group then, by introducing the variables from the perspective of "accounting 

performance" in Table 1 in order to predict the dependent variable of fixed assets growth, the external 

data in the collected data set is checked. After removing external data from the set of samples, the 

effective features in predicting the growth of fixed assets are examine from the perspective of account-

ing performance and finally, two prediction algorithms, PINSVR and KPLSR, are introduced. 

The available independent variables are specified in Table (1). 

Relief-f method uses a statistical solution for feature selection [37]. This method is an algorithm based 

on weighting independent variables, which idea is inspired by sample-based algorithms. Figure (3) 

shows the algorithm of this method, which will be explained further. This algorithm selects a subset of 

companies from the training sample set D (or in other words, the company-year set along with the 

independent variable set S, which is the total number of variables N). The user specifies the number of 

companies (No Sample) in this subset as a predefined value. Suppose there is a set of N observations 

(company-years) along with the input vector (independent variables) x.  All these company-years are 

represented by a data matrix X, so that the nth row is denoted by 𝒙𝑛
𝑇and let it represent the independent 

variables of the n company and let n=1.2...N and let y represent the dependent variable, i.e., the growth 

of fixed assets. PINSVR algorithm seeks to find non-parallel proximal linear functions 𝑓1(𝑥) and 𝑓2(𝑥) 

simultaneously, as well as two different non-parallel proximal linear functions 𝑔1(𝑥) and 𝑔2(𝑥)   .These 
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functions are shown below. 
 

Table 1: Independent Variables of the Research 

 The name of the primary 

 research variable 

Operational calculation method 

 

Authors 

1 return assets The result of dividing net profit by total assets 

Chen, et al 

[26] 

 

2 firm size The logarithm of the company's total assets 

3 financial leverage The result of dividing the debt by the asset of financial leverage 

4 return on equity The result of dividing net profit by equity 

5 sales growth 
The difference between the sales of the current year and the 

previous year divided by the previous year's sales 

6 return on sales The result of dividing net profit by sales 

7 Sales to assets ratio The result of dividing sales by total assets 

8 Company value (Tobin's Q) 
The sum of the company's market value and book value of debt 

divided by total assets 

9 Price-to-earnings ratio per share 
The result of dividing the stock price at the end of the year by 

the profit per share 

10 return on stock 

The market value of the company at the end of the year, minus 

the market value of the company at the beginning of the year, 

plus the company's shares, minus the increase in capital from 

cash inflows and receivables, divided by the market value of 

the company at the beginning of the year. 

11 dividend to total assets The result of dividing the dividend by the total assets 

12 Operating profit margin The result of dividing operating profit by sales 

13 Systematic risk 

Changes in yield relative to market yield 

Beta = (cov (𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝑠𝑡𝑜𝑐𝑘𝑠. Efficiency market))/

(var (Market efficiency) )  

14 Acid Ratio 
The result of dividing current assets minus inventories by cur-

rent liabilities 

 
The dependent variable of this research is investment in fixed assets, which is shown in Table (2). 

 
Table 2: The dependent variable of the research 

 The name of the  

primary research variable 

Operational calculation method 

 
Authors 

1 Investment in fixed assets 
The difference between the first and last fixed assets of the period 

divided by total assets 

Chen, et al 

[26] 

 

 

 
Fig. 3: Relief Algorithm1 [37] 

Relief (D, S, NoSample, Threshold) 

(1) T= Ø 

(2) Initialize all weights, wᵢ, to zero. 

(3) For i =1 to NoSample/* Arbitrarily chosen */ 

Randomly choose an instance x in D 

Finds its nearHit and nearMiss 

For j=1to N 

            w� = w� – diff (x�, nearHit�) ² + diff (x�, nearMiss �) ² 
(4) For j =1 to N 

   If w � ≥ Threshold 

       Append feature f� to T 

(5) Return T 
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𝑓1(𝑥) = 𝑤1
𝑇𝑥 + 𝑏1 و 𝑓2(𝑥) = 𝑤2

𝑇𝑥 + 𝑏2 )1( 
𝑔1(𝑥) = 𝑤3

𝑇𝑥 + 𝑏3  و 𝑔2(𝑥) = 𝑤4
𝑇𝑥 + 𝑏4 )2( 

 

𝐿𝑔1(𝑥. 𝑦. 𝑓1) = ∑ 𝑚𝑎𝑥{0, −(𝑦𝑖 − 𝑓1(𝑥𝑖) + 𝑔1(𝑥𝑖))}

𝑚

𝑖=1

 

𝐿𝑔2(𝑥. 𝑦. 𝑓2) = ∑ 𝑚𝑎𝑥{0, −(𝑓2(𝑥𝑖)−𝑦𝑖 + 𝑔2(𝑥𝑖))}

𝑚

𝑖=1

 

 

)3( 

𝑅𝑒𝑚𝑝
𝑔1 [𝑓1] = ∑ 𝑚𝑎𝑥

𝑚

𝑖=1

{0, (𝑦𝑖 − 𝑓1(𝑥𝑖))
2

} + 𝑐1 ∑ 𝑚𝑎𝑥{0, −(𝑦𝑖 − 𝑓1(𝑥𝑖) + 𝑔1(𝑥𝑖))}

𝑚

𝑖=1

 )4( 

𝑅𝑒𝑚𝑝
𝑔2 [𝑓2] = ∑ 𝑚𝑎𝑥

𝑚

𝑖=1

{0, (𝑓2(𝑥𝑖) − 𝑦𝑖)2} + 𝑐2 ∑ 𝑚𝑎𝑥{0, −(𝑓2(𝑥𝑖) − 𝑦𝑖 + 𝑔2(𝑥𝑖))}

𝑚

𝑖=1

 )5( 

 

In which the function is greater than other. 

𝑚𝑖𝑛
𝑤1,𝑤3,𝑏1,𝑏3,𝜉

1

2
𝑐3(𝑤1

𝑇𝑤1 + 𝑏1
2 + 𝑤3

𝑇𝑤3 + 𝑏3
2) +

1

2
𝜉∗𝑇

𝜉∗ + 𝑐1𝑒𝑇𝜉 

𝑠. 𝑡.   {

𝑌 − (𝐴𝑤1 + 𝑒𝑏1) = 𝜉∗

𝐴𝑤3 + 𝑒𝑏3 ≥ 0

𝑌 − (𝐴𝑤1 + 𝑒𝑏1) ≥ −(𝐴𝑤3 + 𝑒𝑏3) − 𝜉,    𝜉 ≥ 0
      

)6( 

𝑚𝑖𝑛
𝑤2,𝑤4,𝑏2,𝑏4,𝜂

1

2
𝑐4(𝑤2

𝑇𝑤2 + 𝑏2
2 + 𝑤4

𝑇𝑤4 + 𝑏4
2) +

1

2
𝜂∗𝑇

𝜂∗ + 𝑐2𝑒𝑇𝜂 

𝑠. 𝑡.   {

(𝐴𝑤2 + 𝑒𝑏2) − 𝑌 = 𝜂∗

𝐴𝑤4 + 𝑒𝑏4 ≥ 0
(𝐴𝑤2 + 𝑒𝑏2) − 𝑌 ≥ −(𝐴𝑤4 + 𝑒𝑏4) − 𝜂,    𝜂 ≥ 0

 

)7( 

 

Where 𝑐1 ،𝑐2 ،𝑐3 و   𝑐4 are the input parameters of the problem. Now, we state the geometric explanation 

of the optimization problem, a simple two-dimensional example of the implementation of the PINSVR 

algorithm along with the loss function is show in Figure (3). The structural risk in the relationship is 

minimize due to the existence of the 
1

2
c3(w1

Tw1 + b1
2 + w3

Tw3 + b3
2) adjustment term. The second term 

in the objective function according to the expression  1

2
c3(w1

Tw1 + b1
2)  represents the squared loss 

function of the error between the values of the decision function  

 𝑓1(𝑥) = 𝑤1
𝑇𝑥 + 𝑏1.   The dependent variable for samples x label shown by Y is the third set of the 

objective function that minimizes the sum of variables ξ. That is, the algorithm tries to ensure that the 
samples do not cross the line 𝑓1(𝑥) و   𝑔1(𝑥) as much as possible and all are place on the same side of 

this line. There is a similar explanation for the optimization problem. 
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Fig. 4: Geometric 2 dimensions’ interpretation and Lagrange function [37] 

 

 

𝑚𝑖𝑛
𝛼,𝛽

1

2𝑐3
𝛼𝑇𝐺𝐺𝑇𝛼 +

1

2
𝛽𝑇 (𝐺(𝐺𝑇𝐺 + 𝑐3𝐼1)−1𝐺𝑇 +

1

𝑐3
𝐺𝑇𝐺) 𝛽 +

1

𝑐3
𝛼𝑇𝐺𝐺𝑇𝛽

− 𝑌𝑇(𝐺(𝐺𝑇𝐺 + 𝑐3𝐼1)−1𝐺𝑇 − 𝐼2)𝛽 

𝑠. 𝑡.   {
𝛼 ≥ 0

∗
0 ≤ 𝛽 ≤ 𝑐1𝑒

      

)8( 

 

𝑚𝑖𝑛
𝛼∗,𝛽∗

1

2𝑐4
𝛼∗𝑇𝐺𝐺𝑇𝛼∗ +

1

2
𝛽∗𝑇 (𝐺(𝐺𝑇𝐺 + 𝑐4𝐼1)−1𝐺𝑇 +

1

𝑐4
𝐺𝑇𝐺) 𝛽∗ +

1

𝑐4
𝛼∗𝑇𝐺𝐺𝑇𝛽∗

− 𝑌𝑇(𝐺(𝐺𝑇𝐺 + 𝑐4𝐼1)−1𝐺𝑇 − 𝐼2)𝛽∗ 

𝑠. 𝑡.   {
𝛼∗ ≥ 0

∗
0 ≤ 𝛽∗ ≤ 𝑐2𝑒

 

)9( 

 

𝑢1 = (𝐺𝑇𝐺 + 𝑐3𝐼1)−1𝐺𝑇(𝑌 − 𝛽) )10(  

𝑢3 =
1

𝑐3
𝐺𝑇(𝛼 + 𝛽) )11(  

 

PINSVR parametric insensitive non-parallel support vector regression Similar to the linear case, non-

parallel proximal nonlinear functions f1( x) and f2(x) and two different non-parallel proximal non-lin-

ear functions f1(x)and g1(x) are considered as follows. 

u2 = (GTG + c4I1)
−1

GT(Y − β∗)  (12) 

u4 =
1

c4
GT(α∗ + β∗)

  (13) 

𝑓(𝑥) =
1

2
(𝑓1(𝑥) + 𝑓2(𝑥)) =

1

2
(𝑤1 + 𝑤2)𝑇𝑥 +

1

2
(𝑏1 + 𝑏2)

 (14) 

𝑓1(𝑥) − 𝑔1(𝑥) = (𝑤1 − 𝑤3)𝑇𝑥 + 𝑏1 − 𝑏3 (15) 

𝑓2(𝑥) + 𝑔2(𝑥) = (𝑤2 + 𝑤4)𝑇𝑥 + 𝑏2 + 𝑏4 (16) 

The linear PINSVR is extend for the nonlinear case using a kernel trick. The input data is map to the 
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high-dimensional feature space using non-linear kernel functions. In the feature space, a linear regres-

sion function corresponds to a non-linear regression function in the input space, which is show in figure 

(4) of this issue. 

 
Fig. 5: Entrance Space Concept [37]  

 

PINSVR parametric insensitive non-parallel support vector regression Similar to the linear case, non-

parallel proximal nonlinear functions 𝑓1(𝑥) and  𝑓2(𝑥) and two different non-parallel proximal non-

linear functions 𝑔1(𝑥) and 𝑔2(𝑥)    are considered as follows. 

f1(x) = k(xTوAT)w1 + b1 و f2(x) = k(xT. AT)w2 + b2 )17( 

g1(x) = k(xT. AT)w3 + b3  و g2(x) = k(xT. AT)w4 + b4 )18( 

Where k is the kernel function,𝑔1(𝑥) ≥ 0, 𝑔2(𝑥) ≥ 0. The basic problem of nonlinear PINSVR is restat 

as functions presented in the section on Nonparallel Insensitive-Parametric Support Vector Regression 

(PINSVR). 

 

4.2 partial Least Squares (PLS) 

PLS algorithm is a method for modeling the linear relationship between a set of output variables (re-

sponses) (𝑛 ×  𝑝) 𝑇 ،𝑈 and  (𝑁 × 𝑝) 𝑊 and a set of input variables {𝑡𝑖}𝑖=1
𝑝  ،{𝑢𝑖}𝑖=1

𝑝  ،{𝑤𝑖}𝑖=1
𝑝  ،{𝑐𝑖}𝑖=1

𝑝
 

is N (regressors). In the first step, PLS creates uncorrelated latent variables that are a linear combination 

of the main regressors [38]. The main point of this method is that the weights are used to determine the 

linear combinations of the main repressor that are proportional to the covariance between the input and 

output variables. The least squares algorithm is performed on the subset of extracted hidden variables. 

This results in biased but smaller variance estimates of the regression coefficients compared to the 

original least squares (OLS) regression. PLS regression is an iterative process. For example, after ex-

tracting a component, the algorithm starts again using the X and Y matrices. We can get a sequence of 

models until we reach rank X. However, in practice, the cross-validation method is usually use to avoid 

under fitting or over fitting those results from using models with too small or too large dimensions. 

After extracting p components, we can get (𝑛 ×  𝑝) 𝑇 ،𝑈 and (𝑁 × 𝑝) 𝑊 matrix and (L × p) C matrix 

whose columns are the vectors {𝑡𝑖}𝑖=1
𝑝  ،{𝑢𝑖}𝑖=1

𝑝  ،{𝑤𝑖}𝑖=1
𝑝  ،{𝑐𝑖}𝑖=1

𝑝
are create. The PLS regression model 

can be write as a matrix as follows: 

𝑌 = 𝑋𝐵 + 𝐹 )19( 
Where B is a matrix (N × L) of regression coefficients and F is a residual matrix (n × L). This linear 

relationship is the same as used in other regression models. 

 

 

https://www.google.com/search?q=google+translate&tbm=isch&source=iu&ictx=1&vet=1&fir=z4A4DurqIjM-VM%252CEqRf3kSTQy5LxM%252C_%253BKhnuicL-xqfByM%252CMYrl4mkZM5qP6M%252C_%253BRsPeA5tKOgQ4jM%252C7A7izyD4L3gAQM%252C_%253BjGyV5dPfu15wCM%252Cyo-zSNAZEdW5CM%252C_%253BLU73MVQpE7Wc4M%252CkvMxcpI6hDe0jM%252C_%253BsAOYBFaepTnaoM%252CIqWAksDFoBfD5M%252C_%253Bps6pdJCNqxE1JM%252C7A7izyD4L3gAQM%252C_%253BOhHCLHx-IeykrM%252CMuaBeKDw8Lbi2M%252C_&usg=AI4_-kRD2YzfTxmzFBJqzDjh2TdKf5Bypw&sa=X&ved=2ahUKEwjLiL7axKH8AhW5i_0HHdCgDwQQ_h16BAhUEAE#imgrc=KhnuicL-xqfByM
https://www.google.com/search?q=google+translate&tbm=isch&source=iu&ictx=1&vet=1&fir=z4A4DurqIjM-VM%252CEqRf3kSTQy5LxM%252C_%253BKhnuicL-xqfByM%252CMYrl4mkZM5qP6M%252C_%253BRsPeA5tKOgQ4jM%252C7A7izyD4L3gAQM%252C_%253BjGyV5dPfu15wCM%252Cyo-zSNAZEdW5CM%252C_%253BLU73MVQpE7Wc4M%252CkvMxcpI6hDe0jM%252C_%253BsAOYBFaepTnaoM%252CIqWAksDFoBfD5M%252C_%253Bps6pdJCNqxE1JM%252C7A7izyD4L3gAQM%252C_%253BOhHCLHx-IeykrM%252CMuaBeKDw8Lbi2M%252C_&usg=AI4_-kRD2YzfTxmzFBJqzDjh2TdKf5Bypw&sa=X&ved=2ahUKEwjLiL7axKH8AhW5i_0HHdCgDwQQ_h16BAhUEAE#imgrc=KhnuicL-xqfByM
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4.3 Kernel Partial Least Squares (KPLS) 

Vector property mapping   Φ(𝑥𝑖)𝑇Φ(𝑥𝑗) = 𝐾(𝑥𝑖 , 𝑥𝑗). Our goal is to build a linear PLS regression model 

in F space. By modifying the linear algorithm, the NIPALS-PLS nonlinear algorithm changes as follows 

[38] Consider a nonlinear mapping of input variables Φ: 𝑥𝑖 ∈ 𝑅𝑁 → Φ(𝑥𝑖) ∈ 𝐹  to a feature space F. 

                                                                                                                                                            (20) 

 

 

 

 

 

 

By applying the kernel trick, namely  Φ(𝑥𝑖)𝑇Φ(𝑥𝑗) = 𝐾(𝑥𝑖, 𝑥𝑗) , it can be see that 𝚽𝑻𝚽 is the repre-

sentation of the K kernel gram matrix. Instead of using the data mapping to the high-dimensional feature 

space, the calculations can be performed in the input space. By define𝚽𝑻𝚽 = 𝐊, we have: 

𝐾 ← (𝐼 − 𝑡𝑡𝑇)𝐾(𝐼 − 𝑡𝑡𝑇) = 𝐾 − 𝑡𝑡𝑇𝐾 − 𝐾𝑡𝑡𝑇 + 𝑡𝑡𝑇𝐾𝑡𝑡𝑇 )21( 

�̂� = 𝛷𝐵 = 𝐾𝑈(𝑇𝑇𝐾𝑈)−1𝑇𝑇𝑌 = 𝑇𝑇𝑇𝑌 )22( 

𝑇 = Φ𝐵  𝑅 = Φ𝑇𝑈(𝑇𝑇𝐾𝑈)−1  And  

 

Where (1) is an n-dimensional identity matrix. Similar to the linear case, the matrix of regression coef-

ficients B can be obtained. It is only necessary to mention that due to the anonymity and the high di-

mension of the feature mapping, this matrix cannot be practical. 

 

4.4 Data Segmentation Method and Model Evaluation Indicators 

To train the linear and non-linear models of PINSVR and KPLSR, first data the set of company-year 

samples divide into training and testing [26]. The training data is use to learn the parameters and super-

parameters of the model and the test data is used to evaluate the predictions of the models. 10-Fold 

Cross-Validation use in this research in order to better and more efficiently evaluate the prediction of 

the models. According to Figure (4), these samples they divided into 10 repetitions by replacing the 

evaluation samples. This division is such that one tenth of the total sample was selected as evaluation 

data in the first iteration and the rest of the data was selected as training-validation data in 9 parts. For 

the second iteration, according to the figures of the second part they selected as evaluation data and 

other parts as training-validation data. These repetitions are repeat in the same order up to 10 times. 

With the help of the 10-fold cross-validation method and using the training-validation dataset for each 

of the linear and non-linear PINSVR and KPLSR models, one model is learning in each iteration. In 

simpler terms, in the first iteration, each model independently learns its parameters and super parameters 

based on algorithms with the help of (9) training-validation parts and builds its own model. Four models 

made so far. To check how well these models learned from the training-validation data, the exact same 

nine parameters are feeding into the trained models to predict fixed asset growth .Now, using the fol-

lowing evaluation criteria, such as MSE, the amount of forecast error and the actual value of the fixed 

asset growth variable are measured. This number is stored as the learning error of the first iteration .
This is repeat for other parts and 10 MSE errors are obtain. The average of these errors is stored as the 

learning phase error of each model. Usually, the error rate on the training data is lower than the error 

rate on the evaluation data that see in the learning process .Therefore, the learning error cannot be used 

1. randomly initialize u 

2. t = Φ Φ� u, t   ←   t/║t║ 

3. c = Y� t 
4. u = Yc, u    ←   u/║u║ 

5. repeat� steps 2 – 5 until convergence 

6. Deflate Φ Φ�, Y matrices: Φ Φ�     ←   Φ – tt� Φ) (Φ – tt� Φ) �  , Y  ←   Y – tt� Y. 
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to compare two algorithms, because the overfitting phenomenon may occur Overfitting phenomenon 

means that the models predict the training-validation data well, but they predict the real-world data that 

they have not seen yet very badly and with a large difference. Therefore, in addition to the training data 

set, a set of data is need for testing, for which the test data shown in each iteration in Figure (6) are for 

this purpose. These data have not seen by the models so far and the data is different from other itera-

tions . In each iteration, the corresponding model predicts the evaluation data that it has not seen so far, 

and the estimation criteria of the predicted and actual value of fixed asset growth are calculated, and 

finally, the average of these errors is stored as the prediction error of each model. Now, if the average 

error of the learning phase and the error of the evaluation phase are close to each other, it means that 

the overshooting phenomenon has not occurred. 

 
Fig. 6: The steps of selecting two training and test data sets with 10-point cross-validation 

 

After dividing the company-years into two groups of training-validation and test data using 10-point 

cross-validation to evaluate linear and non-linear models from three evaluation criteria named symmet-

ric mean absolute value of error (SMAPE), mean absolute value of error (MAE), The mean squared 

error (MSE) is used, which is calculated using the following relations. 

 

)23( 
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5 Data Analysis 
5.1 Selection of Independent Variables Based on Relief-f 
The independent variables are select using the weighting-based with Algorithm Relief-F method in 

Figure (1), which is bases on the inspired sample .in the other hand, the growth of fixed assets of com-

panies is a dependent variable [39]. 
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Fig. 7: Accounting Performance Variables Selected Using The Relief-F Method [39] 

 
The details of the errors obtained in each iteration for each algorithm with different qualities are show. 

In table (1) of learning and table (2) of test error and deviation from the quality of each line is written 

at the end of it. 

 

5-2 Evaluating the Power of Learning and Predicting Models 

In this step, using the 10-fold cross-validation method, the training-validation data set give to four al-

gorithms: linear PINSVR, non-linear PINSVR, linear PLS and non-linear PLS, which are call KPLS. 

These algorithms learn their parameters and hyper-parameters using this data. The set of samples, with 

accounting performance criteria (selected by Relief-F algorithm) as independent variables (features) 

along with the dependent variable of fixed asset growth give to four algorithms. In the training phase 

of the linear and non-linear models after learning, the same training-validation data without the depend-

ent variable are again will be given to them to determine the value of the fixed asset growth variable. 

The power of linear models is extremely low and all three show this error well. The error difference 

between linear models and non-linear models is not so great that it claims that linear models are ineffi-

cient in the problem of predicting asset growth. As a result, it is not possible to find a suitable linear 

model compared to non-linear models that works better or close to them. The detailed results of MAE, 

MSE, and SMAPE cross-validation error in the learning phase are shown in Tables (1), (2), and (3).  

 

Table 1: Details of the cross-validation error MAE in the learning phase 

  MAE Criterion Fold 1 2 3 4 5 6 7 8 9 10 Average 

A
c
c
o
u

n
ti

n
g
 p

e
r
fo

r
m

a
n

c
e
 c

r
it

e
r
ia

 

C
u

rr
e
n

t 
Y

e
a

r
 

Linear PINSVR  
0.089 0.092 0.016 0.091 0.092 0.093 0.093 0.093 0.090 0.091 0.092 ± 0.001 

Nonlinear PINSVR  
0.083 0.085 0.014 0.086 0.086 0.086 0.087 0.086 0.084 0.085 0.085 ± 0.001 

Linear PLS  
0.088 0.092 0.016 0.091 0.092 0.093 0.093 0.094 0.090 0.091 0.092 ± 0.002 

Kernel PLS  
0.058 0.061 0.007 0.059 0.061 0.060 0.061 0.060 0.058 0.059 0.06 ± 0.001 

N
e
x
t 

Y
e
a
r
 

Linear PINSVR  
0.088 0.091 0.014 0.088 0.090 0.087 0.088 0.088 0.089 0.087 0.088 ± 0.001 

Nonlinear PINSVR  
0.080 0.082 0.012 0.080 0.082 0.079 0.080 0.079 0.080 0.079 0.08 ± 0.001 

Linear PLS  
0.087 0.091 0.014 0.089 0.090 0.087 0.088 0.089 0.089 0.087 0.088 ± 0.001 

Kernel PLS  
0.057 0.058 0.006 0.057 0.058 0.057 0.056 0.057 0.057 0.057 0.057 ± 0.001 
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Table 2: Details of the cross-validation error MSE in the learning phase 
 

 MSE Criterion Fold 1 2 3 4 5 6 7 8 9 10 Average 

A
c
c
o
u

n
ti

n
g
 p

e
r
fo

r
m

a
n

c
e
 c

r
it

e
r
ia

 

C
u

rr
e
n

t 
Y

e
a
r
 Linear PINSVR  0.015 0.016 0.016 0.016 0.016 0.017 0.017 0.017 0.016 0.016 0.016 ± 0 

Nonlinear PINSVR  0.013 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.013 0.014 0.014 ± 0 

Linear PLS  0.015 0.016 0.016 0.016 0.016 0.017 0.017 0.017 0.016 0.016 0.016 ± 0 

Kernel PLS  0.006 0.007 0.007 0.006 0.007 0.007 0.007 0.007 0.006 0.007 0.007 ± 0 

N
e
x
t 

Y
e
a
r
 

Linear PINSVR  0.015 0.015 0.014 0.015 0.015 0.014 0.015 0.015 0.015 0.014 0.015 ± 0 

Nonlinear PINSVR  0.012 0.013 0.012 0.012 0.013 0.012 0.012 0.012 0.012 0.012 0.012 ± 0 

Linear PLS  0.015 0.015 0.014 0.015 0.015 0.014 0.015 0.014 0.015 0.014 0.015 ± 0 

Kernel PLS  0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 ± 0 

 

Table 3: Details of the cross-validation error SMAPE in the learning phase 

  SMAPE Criterion Fold 1 2 3 4 5 6 7 8 9 10 Average 

A
c
c
o

u
n

ti
n

g
 p

e
r
fo

r
m

a
n

c
e
 c

r
it

e
r
ia

 

C
u

rr
e
n

t 
Y
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 Linear PINSVR  0.085 0.088 0.088 0.088 0.087 0.088 0.089 0.088 0.086 0.087 0.087 ± 0.001 

Nonlinear PINSVR  0.080 0.082 0.081 0.082 0.082 0.082 0.083 0.082 0.080 0.081 0.081 ± 0.001 

Linear PLS  0.085 0.088 0.087 0.087 0.087 0.089 0.089 0.089 0.086 0.087 0.087 ± 0.001 

Kernel PLS  0.056 0.059 0.057 0.057 0.058 0.058 0.058 0.058 0.056 0.057 0.058 ± 0.001 

N
e
x

t 
Y

e
a

r
 

Linear PINSVR  0.079 0.081 0.079 0.079 0.081 0.078 0.079 0.078 0.080 0.078 0.079 ± 0.001 

Nonlinear PINSVR  0.072 0.073 0.072 0.071 0.074 0.071 0.072 0.071 0.072 0.071 0.072 ± 0.001 

Linear PLS  0.079 0.081 0.078 0.079 0.081 0.078 0.079 0.079 0.080 0.078 0.079 ± 0.001 

Kernel PLS  0.052 0.053 0.052 0.051 0.053 0.051 0.051 0.051 0.052 0.052 0.052 ± 0 

The detailed results of MAE, MSE, and SMAPE cross-validation error in the testing phase are shown 

in Tables (4), (5), and (6). 

 

Table 4: Details of the cross-validation error MAE in the testing phase 

  MAE Criterion Fold 1 2 3 4 5 6 7 8 9 10 Average 
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 Linear PINSVR  0.115 0.088 0.090 0.092 0.091 0.081 0.079 0.079 0.104 0.095 0.092 ± 0.012 

Nonlinear PINSVR  0.103 0.085 0.086 0.082 0.079 0.077 0.070 0.079 0.099 0.091 0.085 ± 0.01 

Linear PLS  
0.115 0.088 0.090 0.092 0.092 0.082 0.081 0.081 0.104 0.096 0.092 ± 0.011 

Kernel PLS  0.073 0.050 0.064 0.067 0.050 0.054 0.051 0.053 0.072 0.062 0.06 ± 0.009 

N
e
x

t 
Y

e
a

r
 Linear PINSVR  0.092 0.068 0.093 0.088 0.071 0.103 0.092 0.093 0.080 0.102 0.088 ± 0.012 

Nonlinear PINSVR  0.081 0.066 0.082 0.083 0.062 0.091 0.081 0.086 0.077 0.091 0.08 ± 0.01 

Linear PLS  0.093 0.069 0.094 0.090 0.071 0.104 0.094 0.096 0.081 0.103 0.089 ± 0.012 

Kernel PLS  0.059 0.048 0.057 0.061 0.049 0.060 0.062 0.058 0.057 0.059 0.057 ± 0.005 

 

Table 5: Details of the cross-validation error MSE in the testing phase 

  MSE Criterion Fold 1 2 3 4 5 6 7 8 9 10 Average 
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 Linear PINSVR  0.025 0.017 0.015 0.018 0.017 0.011 0.011 0.011 0.020 0.017 0.016 ± 0.004 

Nonlinear PINSVR  0.020 0.014 0.014 0.015 0.012 0.010 0.009 0.011 0.019 0.016 0.014 ± 0.004 

Linear PLS  0.025 0.018 0.015 0.018 0.017 0.011 0.011 0.012 0.021 0.018 0.017 ± 0.004 

Kernel PLS  0.010 0.004 0.007 0.009 0.005 0.005 0.005 0.005 0.009 0.007 0.007 ± 0.002 

N
e
x
t 

Y
e
a
r
 

Linear PINSVR  0.015 0.008 0.017 0.013 0.010 0.021 0.015 0.015 0.012 0.020 0.015 ± 0.004 

Nonlinear PINSVR  0.012 0.007 0.013 0.012 0.007 0.016 0.013 0.013 0.011 0.017 0.012 ± 0.003 

Linear PLS  0.015 0.008 0.018 0.013 0.010 0.021 0.015 0.016 0.012 0.020 0.015 ± 0.004 

Kernel PLS  0.006 0.004 0.007 0.006 0.004 0.006 0.007 0.006 0.005 0.006 0.006 ± 0.001 
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Table 6: Details of the cross-validation error SMAPE in the testing phase 
  SMAPE Criterion Fold 1 2 3 4 5 6 7 8 9 10 Average 
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 Linear PINSVR  0.107 0.082 0.086 0.086 0.089 0.079 0.076 0.078 0.098 0.092 0.087 ± 0.01 

Nonlinear PINSVR  0.096 0.079 0.082 0.076 0.077 0.076 0.067 0.077 0.093 0.088 0.081 ± 0.009 

Linear PLS  0.107 0.082 0.086 0.086 0.090 0.080 0.078 0.080 0.098 0.093 0.088 ± 0.009 

Kernel PLS  0.068 0.047 0.061 0.063 0.050 0.054 0.050 0.053 0.067 0.061 0.057 ± 0.007 

N
e
x
t 

Y
e
a
r
 

Linear PINSVR  0.081 0.062 0.082 0.080 0.063 0.088 0.081 0.087 0.072 0.090 0.079 ± 0.01 

Nonlinear PINSVR  0.071 0.060 0.072 0.075 0.055 0.077 0.072 0.080 0.069 0.081 0.071 ± 0.008 

Linear PLS  0.082 0.063 0.083 0.082 0.063 0.088 0.083 0.089 0.073 0.091 0.08 ± 0.01 

Kernel PLS  0.052 0.045 0.050 0.056 0.043 0.052 0.056 0.055 0.051 0.053 0.051 ± 0.004 

 

The value shown in each house of the table from left to right (STD±AVG) is the average of the reported 

errors of the 10-fold cross-validation method and the standard deviation of the 10 reported errors. The 

standard deviation is expected to be close to zero for different implementations. Because, the further 

this value is from zero, it means that the learning process is dependent on the input data of the problem. 

 

5-3 Evaluation of Linear and Non-Linear Models 

To evaluate linear and non-linear models from three evaluation criteria called Symmetric Mean Abso-

lute Magnitude Error (SMAPE), absolute mean. The mean squared error (MSE) was used to measure 

the error (MAE). Considering that the model of the current year is independent from the model of the 

next year, it is expected that the errors reported in the current year will be close to the errors of the next 

year, and this issue is clear in Tables 1 and 2. In the reported errors, the errors of the current and future 

years are close to each other, and it indicates good learning of the current and future year models. The 

next issue that should be investigated the predictive power of the models and the non-occurrence of the 

phenomenon of overshooting in the process of the learning phase [40].  

 

Table 7: Learning Power of Models Using MAE, MSE and SMAPE Error Evaluation Criteria in the Training Phase 

Training step Scale 

Future year Current year MAE 
0.088±0.001 0.092±0.001 Linear PINSVR 

0.08±0.001 0.085±0.001 Non-Linear PINSVR 

0.088±0.001 0.092±0.002 Linear PLS 

0.057±0.001 0.06±0.001 Kernel PLS 

MSE Current year MSE 

0.015±0 0.016±0 Linear PINSVR 

0.012±0 0.014±0 Non-Linear PINSVR 

0.015±0 0.016±0 Linear PLS 

0.006±0 0.007±0 Kernel PLS 

SMAPE Current year SMAPE 
0.079±0.001 0.087±0.001 Linear PINSVR 

0.072±0.001 0.081±0.001 Non-Linear PINSVR 

0.079±0.001 0.087±0.001 Linear PLS 

0.052±0 0.058±0.001 Kernel PLS 

 

In the testing phase, for this reason, the test data that were discarded in the 10-fold cross-validation 

process are entered into the learned models to evaluate their predictive power for samples that have not 



The modelling the fixed asset investing with a machine learning approach 

 
 

   

 

[1000] 

 

Vol. 9, Issue 3 , (2024) 

 

Advances in Mathematical Finance and Applications  

 

yet been observed. It is expected that the error difference between the training and test phase is not too 

extreme. The errors of the test phase may be less or more than the value of the errors of the test phase, 

this is not an important issue. What is significant is the small difference in reported errors between these 

two phases. In Table (7), similar to the training phase, the mean and standard deviation of all errors on 

accounting performance measures are shown in Table (8). As can be seen, the difference between the 

errors reported in Table (7) and Table (8) is small. Therefore, the phenomenon of over-fitting has not 

happened and all the topics raised in the training phase are also true in the evaluation phase. 

 

Table 8: Average and Deviation from Error Criteria to Check the Predictive Power of Models in the Test Phase 

Test step  Scale 

Future year Current year MAE 
0.088±0.012 0.092±0.012 Linear PINSVR 

0.08±0.01 0.085±0.01 Non-Linear PINSVR 

0.089±0.012 0.092±0.011 Linear PLS 

0.057±0.005 0.06±0.009 Kernel PLS 

Future year Current year MSE 

0.015±0.004 0.016±0.004 Linear PINSVR 

0.012±0.003 0.014±0.004 Non-Linear PINSVR 

0.015±0.004 0.017±0.004 Linear PLS 

0.006±0.001 0.007±0.002 Kernel PLS 

Future year Current year SMAPE 
0.079±0. 01 0.087±0. 01 Linear PINSVR 

0.071±0.008 0.081±0.009 Non-Linear PINSVR 

0.08±0. 01 0.088±0.009 Linear PLS 

0.051±0.004 0.057±0.007 Kernel PLS 

 

6 Conclusion   

Almost the majority of economists, regardless of their school and intellectual point of view, 

put a lot of emphasis on capital formation and carrying out strategic measures in order to in-

crease investment as the most important factor determining growth and development [41]. 

However, commercial units are always face with many investment opportunities and need to 

make a rational decision regarding an optimal investment. In fact, the investment of each com-

mercial unit better done according to the limited resources and its efficiency but the main issue 

is choosing projects and making decisions about investment opportunities and efficiency 

through the managers of commercial units, which is foundation on their personal interests. In 

other words, informational asymmetry and conflict of interests hinders. Therefore, for investing 

in different projects, commercial units should pay attention to the extent or amount of invest-

ment according to the limited resources, in order to get the maximum efficiency from their 

investment and achieve a double investment [42]. Managers benefit by increasing information 

asymmetry between the firm and the market more features and opportunities to hide negative 

news and speed up reviews positive news, as a result of information asymmetry between man-

agers and investors, increases the risk of future stock price falls [26].The optimal portfolio has 

the ability to provide the final desired wealth of the investor at a 95% confidence level and the 
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portfolio return, including transaction costs, is higher than the return of a single-period portfo-

lio[43]. In neural network models optimized with genetic algorithms, it was found that the 

neural network optimized with particle swarm algorithm shows a lower error coefficient, which 

indicates better performance and higher prediction accuracy compared to the neural network 

optimized with genetic algorithms[44]. The increase in investment is an activity to earn profit, 

and uncertainty and risk are two factors that affect the expected profit and as a result the deci-

sion to invest. Mainly forecasting financial and economic indicators are doing by regression 

method[45]. Regression is a possible prediction outside a time range that has different types 

including linear, multinomial, stochastic and transformational regression models [6]. As men-

tioned, the current research was conducted with the aim of modeling the growth of fixed assets 

of Tehran Stock Exchange companies. The KPLS (or linear PLS) method has several ad-

vantages over previous approaches: (1) The KPLS can reduce feature dimensionality. (2) The 

KPLS can find a small number of latent variables, e.g., 20, to project thousands of features into 

a very low-dimensional subspace, which may have great impact on real-time applications. (3) 

The KPLS regression has an output vector that can contain multiple labels, so that several 

related problems, can be solve altogether [18]. PINSVR indirectly finds a pair of nonparallel 

proximal functions with a pair of different parametric-insensitive nonparallel proximal func-

tions by solving two smaller sized quadratic programming problems. By using new parametric-

insensitive loss functions, the proposed PINSVR automatically adjusts a flexible parametric-

insensitive zone of arbitrary shape and minimal size to include the given data to capture data 

structure and boundary information more accurately [6]. Compared to two methods, KPLS and 

PINSVR, there is another method call SVM of support vector machine in solving artificial 

intelligence methods mentioned in the research background. The SVM algorithm is also a pow-

erful and flexible Machine Learning model. This algorithm supports not only linear and non-

linear classification, but also linear and non-linear regression (SVR). The trick to using SVM 

for regression is to invert the goal, instead of trying to fit the widest two-class binomial path 

that minimizes the outlier. In SVM regression, the attempt is to place as many samples as pos-

sible on this path (edge) while minimizing edge violations. SVM algorithm can also be used 

for outlier data, but the drawback of this algorithm it is only good for small and medium com-

plex training data, but becomes very slow as the number of training data samples increases 

[19]. Also, one of the improvements in new studies methods Artificial intelligence is employed, 

using the feature selection as a pre-stage for It is the main classifier model. In addition, the 

feature of using the vector machine method is significantly superior to the genetic algorithm. 

One of the most important disadvantages of the genetic algorithm is their sensitivity to the 

initial values of the weights, and these methods lack a suitable structure to determine the struc-

tural parameters. In this research, according to the importance of investment by Tehran Stock 

Exchange companies, the factors affecting investment in fixed assets investigated. For this pur-

pose, the information of 101 stock exchange companies during the years 2013-2022 was ana-

lyzed using artificial intelligence method and the results of the research are as follows: 

How is the impact of the research on the quality of financial accounting on the company's 

investment in fixed assets? It can be said that among the financial variables, the changes in 
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asset return, stock return, company value compared to Tobin's Q, sales, sales return, operating 

profit margin, company size, financial leverage, the division ratio of assets with assets are the 

most effective on fixed assets. The artificial intelligence algorithm predicts the investment in 

the company's fixed assets and financial accounting standards are effective with the amount of 

investment in fixed assets and the artificial intelligence algorithm model for predicting invest-

ment in fixed assets are obtained through the following. In this step, using the 10-fold cross-

validation method the training-validation data set was gived to four algorithms: linear PINSVR, 

non-linear PINSVR, linear PLS and non-linear PLS, which is call KPLS. These algorithms 

learn accounting (selected by the Relief-F algorithm as independent variables (features) along 

with the dependent variable of fixed asset growth to four parameters and hyper-parameters 

using this data. The set of samples, with performance measures from the algorithm was gived. 

The training phase of linear and non-linear models after learning, the same training-validation 

data were again gived to them without the dependent variable to predict the value of the fixed 

asset growth variable, then by calculating the three error measures MAE, MSE and SMAPE, 

the learning power and learning error of these models are tested. In all these errors, the closer 

the error value are to zero, the more powerful the corresponding algorithm is. The power of 

linear models is extremely low and all three show this error well. Therefore, the phenomenon 

of over-fitting has not happened and all the topics raised, in the training phase are also true in 

the test phase. The error difference between linear models and non-linear models is not so great 

that it can be claim that linear models are ineffective in the problem of predicting asset growth. 

This conclusion is draw from the complexity of the input space of the problem that for the 

nature of the problem of fixed asset growth with accounting performance criteria, it is not pos-

sible to find a suitable linear model compared to non-linear models that works better or close 

to them. In the reported errors, the current and future year errors are close to each other, and it 

is a good indication of the current and future year models. For further research, the following 

suggestions are provided: 

1- Research on the impact of intellectual capital characteristics on the decision to invest capital 

market actors in fixed assets. 

2- Examining the impact of risk management indicators on investment decisions in fixed assets. 

3- Due to the artificial optimal performance with PINSVR and KPLS methods, to predict the 

fixed investment of companies, the genetic algorithm method is also used in asset prediction. 

This manuscript is prepared based on PhD thesis of Farzaneh shamsdoost at sanandaj Branch, 

Islamic. Azad University, sanandaj, Iran. 
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