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1. Introduction Nowadays, a large volume of scientific papers are published in print and in the electronic format in different countries. This highlights the need to pursue using information science for a pervasive effect on policy making organizations in science. Information science “investigates the properties and behavior of information, the forces governing the flow of information, and the means of processing information for optimum accessibility and usability. It is concerned with that body of knowledge relating to the origination, collection, organization, storage, retrieval, interpretation, transmission, transformation, and utilization of information” (Borko, 1968). One of the tasks in information science is the classification of sciences to make it possible to draw the road map in the field. Since there are different fields of science, accurate classification will be a tough task, especially when dealing with interdisciplinary or multidisciplinary scientific papers. Classification of documents is one of the old tasks of librarians, but due to fast dissemination of research-based articles, this task cannot be done manually any longer. This fact will be severe when a repository of article archives, such as Scopus, contains a huge number of articles. To this end, machine learning methods can be beneficial and pave the ground to reach the goal. This paper aims at proposing a content-based classification model that takes the advantage of contextualized text representation in a deep neural network model to classify Persian articles.   
2. Research Background Although the classification of scientific articles is, in general, a text classification task, not much research has been done in this domain, specifically to classify scientific papers. Kim & Gil (2019) used the Term-Frequency and Inverse of the Document-Frequency (TF-IDF) vectorization method (Salton, 1971) and Latent Dirichlet Allocation (LDA) (Blei et al., 2003) for clustering scientific articles. Their proposed method benefited from three kinds of information: users’ input, abstracts’ keywords, and keywords of the topics extracted by LDA. The 
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extracted keywords were used to vectorize each paper with TF-IDF and to cluster the papers by the K-means clustering algorithm (MacQueen, 1967), where optimal value of K obtained by the Elbow scheme. The K-means clustering algorithm used in this paper calculates the center of the cluster that represents a group of papers with a specific topic and allocates a paper to a cluster with high similarity, based on the Euclidean distance between the TF-IDF value of the paper and the center value of each cluster. In this research, they utilized 3264 papers published in Future Generation Computer System journal from 1984 to 2017. To classify scientific papers, Chowdhury & Schoen (2020) evaluated the performance of common machine learning classification algorithms, such as Support Vector Machine (SVM), Naive Bayes, decision tree, and K-Nearest Neighbor (KNN). Their dataset contained 107 abstracts, collected from the abstracts of the articles in science, business, and social sciences. The SVM algorithm performed the best with the 89.5% F1-score. Rivest et al. (2021) classified 40 million scientific articles using character-based convolutional deep neural networks. They used additional features, such as title, keywords, and authors’ affiliation, in the model. Based on the results, simple features, such as direct reference and bibliographic information, had the most significant impact on common classification algorithms and neural networks, respectively. Mustafa et al. (2021) evaluated the proposed framework using two diversified datasets. One of them is based on research publications from the Journal of Universal Computer Science and another one contains research publications from the Association of Computing Machinery. In their proposed method, metadata, like title and keywords, was extracted from the documents. The metadata’s Word2Vec representation (Mikolov et al., 2013) and similarity calculation were the base of their proposed model. Their research experiments resulted in the best average accuracy by 86%. The above reviewed papers used English documents to build the models and to classify. There are a number of researches accomplished for classification of scientific articles in other languages, such as Persian. The 
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Persian language, which is mostly considered as a low-resource language, is not much considered in research in comparison to high resource languages, such as English. In the rest of this section, the articles focused on Persian scientific papers are reviewed. EmamiAzadi & AlmasGanj (2006) used the Probabilistic Latent Semantic Analysis (PLSA) method (Hofmann, 1999) and evaluated the Persian scientific article classification by Farsdat dataset (Bijankhan et al., 1994), including 6 different subjects. They used the authors’ specifications to improve the model. The proposed method has enhanced the PLSA model by eliminating inappropriate hidden variables during training. Teymoorpoor et al. (2009) performed the classification of the indexed articles in International Scientific Indexing in the field of nanotechnology by using an unsupervised model based on information retrieval. The evaluation dataset consisted of 1990 articles from 2003 to 2009. In this research, the hierarchical classification of the nano tree was used. Each article was an observation and each node at a specific level of the nano tree was a label. First, the articles were initially assigned to their class using the nano tree. Then, articles, which were not classified in the initial classification, were categorized using the TF-IDF vector space model and the cosine similarity metric. Karami et al. (2018) introduced a fuzzy model, named Fuzzy Latent Semantic Analysis, as an approach in topic modeling to estimate the number of topics. They used five different datasets on health and medical research in their experiments, namely MuchMore Springer Bilingual Corpus, nursing notes, Ohsumed collection, Twitter health news, and subsets of the Wall Street Journal dataset. In their experimental results, 69% to 75% of F-measure were obtained. Rabiei et al. (2019) classified environmental research articles using the SVM algorithm. In this research, they introduced a new method for weighting when constructing vectors that can be used for discovering the representative terms of scientific domains. The data used in this research was 16,626 documents related to the environment field, which have been received from doctoral and master theses archived in Irandoc, the organization of managing scientific articles in Iran. 
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Shokouhian et al. (2020) presented a hybrid supervised and unsupervised learning model  to classify scientific articles thematically in the field of health. To conduct this research, they prepared scientific papers in health from the PubMed database, from 2009 to 2019. They clustered and labeled documents using LDA. Eventually, they utilized vectors obtained from the LDA model to train the SVM classifier. Ghayoomi & Mousavian (2022) performed research on classifying Persian scientific papers. In addition to the basic classification machine learning algorithms, they proposed using perceptron and convolutional neural networks as well as static representation, Word2Vec (Mikolov et al., 2013), and dynamic representation, ParsBERT (Farahani et al., 2021), for classifying the scientific articles in humanities. The ParsBERT representation with the perceptron model obtained the best result.  
3. Contextualized Text Representation According to the distributional hypothesis, meaning is determined by context, and words that appear in a similar context tend to have similar meanings (Harris, 1954). Hence, contexts of a word have been introduced as an intermediate way to represent semantic meanings. Examples (1) to (4) show that similar contexts imply that the meaning of the words ‘auto’, ‘automobile’, ‘car’, and ‘vehicle’ are similar. 1. John drives an auto. 2. John drives an automobile. 3. John drives a car. 4. John drives a vehicle. 5. John has a car. 6. John fixed his car. Vector representation is a semantic representation method (Jurafsky & Martin, 2000). In this method, the semantic properties of words are represented numerically in a vector space which has magnitude and direction. In addition, a vector space is characterized by dimension, and it is possible to use mathematical operations in linear algebra, such as addition or 
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multiplication, to add or multiply vectors.  The recent attempt by Mikolov et al. (2013) explored contextualized semantic properties proposed by Harris (1954) in a vector space, called word embedding. The result of this method was proposing a single, static vector representation of a word appeared in different contexts. Similar contexts in examples (1) to (4) cause to have similar vectors for the words ‘auto’, ‘automobile’, ‘car’, and ‘vehicle’. Since contexts in examples (3), (5) and (6) are different, only one vector will be created. In addition to this static word embedding method, contextualized word embeddings was proposed by Devlin et al. (2019) to represent different vectors for a polysemous word in a given local context; as a result, the word’s meaning and the local context of the target word are reflected in the contextualized vector representation. In examples (7) and (8), we have two vectors for the ‘bank’.  7. John walked in the bank. 8. John walked by the bank of the river. This allows downstream tasks to model a natural language more realistically. Based on Harris theory, the languages of special domains have structures and regularities that can be observed by analyzing the corpora of these domains. In the current research, we used contextualized representation to learn the structures and word meanings of articles in Humanities, and boosted the performance of the model with the semantic representation of topic modeling methods.  
4. Proposed Model This paper aims at assigning a label to the articles to identify their fields of study. The architecture of our proposed model is described in Figure 1. As it is shown in the figure, the model contains two main modules, namely the representation module and the classification module described in the following sections. 
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Figure 1 

The architecture of the model 

 
4.1. Representation Module The purpose of developing and implementing this module is to access specific and hidden knowledge in each distinctive domain. The representation of each article in the proposed model contains three different types of representations: 1) contextualized representation of transformer-based language models; 2) probabilistic semantic distribution of articles using topic modeling methods; and 3) one-hot encoding vector of each article’s subject. To determine which articles are more thematically similar, we use the topic number of each article as a one-hot vector, which is acquired from the topic modeling algorithms. Each of these three representations contains valuable and diverse information in the dataset. The integration of the concatenated information provides deeper knowledge for each article. 
4.1.1. ParsBERT Transformer-based language models are prevalent among the pre-trained language models since the models obtained the state-of-the-art results. 
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One of these models is the Bidirectional Encoder Representations from Transformers (BERT) model proposed by Devlin et al. (2019). This model, which is created based on the bidirectional transfer model, supports non-English languages in its multilingual model. Unfortunately, the multilingual BERT has been trained on a limited amount of data for each non-English language. For this reason, the ParsBERT model was proposed by Farahani et al. (2021) to overcome this limitation for the low-resource languages, including the Persian language. As Farahani et al. (2021) reported, the extended model achieved state-of-the-art results compared to other architectures and multilingual models for this language. The ParsBERT model is based on the BERT model architecture, including a multi-layer bidirectional transformer. Farahani et al. (2021) used the original BERT BASE configuration (12 hidden layers, 12 attention heads, 768 hidden sizes), and trained it with a massive amount of crawled Persian documents. 
4.1.2. XLM-RoBERTa The RoBERTa model (Liu et al., 2019), a multi-layer bidirectional transformer described in Vaswani et al. (2017), was proposed to improve the BERT model (Devlin et al., 2019). The differences between RoBERTa and BERT are the volume of the training data, the batch size, the length of train sequences, the masking pattern, and the Next Sentence Prediction (NSP) task during the pre-training step. They trained the model with a more extensive data set, batch size, and longer sequences. They modified the masking pattern, i.e., using dynamic masking versus static masking in the BERT model, and removed the NSP loss function during the pre-training step. The XLM-RoBERTa model was proposed by Conneau et al. (2020). Its structure was inspired by Cross-lingual MLM (XLM) and RoBERTa models (Liu et al., 2019). Using cross-lingual representation was yielded in XLM-RoBERTa to supply the possibility of transferring knowledge across languages to enhance the model performance. 
4.1.3. Topic Modeling Statistical topic modeling is used in natural language processing to identify the abstract topics that exist in a collection of documents. Topic 
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modeling is often utilized in text mining to uncover hidden semantic structures. Utilizing topic modeling methods can provide a useful overview of a large collection, individual documents, and the relationship between them. We benefit from two methods for topic modeling, described in the following sections. 
4.1.3.1. Latent Dirichlet allocation. Latent Dirichlet Allocation (LDA) proposed by Papadimitriou et al., (2000) is an unsupervised generative probabilistic model for the content analysis of texts. The documents are assumed to be random mixtures of latent topics, where a distribution of words defines a topic. LDA (Blei et al., 2003) is a popular method for topic modeling to illustrate topics by word probabilities.  
Figure 2 

Graphical model representation of LDA 

 As shown in Figure 2, given a corpus D consisting of M documents, with document d having words (d 1,..., M), LDA models D, according to the following generative process (Jelodar et al., 2019): 
 Choose a multinomial distribution ϕ(t) for topic t (t {1,..., T}) from a Dirichlet distribution with parameter β; 
 Choose a multinomial distribution θ(d) for document d (d {1,...,M}) from a Dirichlet distribution with parameter α. 
 For a word (n {1,..., }) in document d; 

o Select a topic from θ(d). 
o Select a word  from ϕ( ). 
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The words in documents are the only observed variables in the above generative process, while other variables are latent variables (ϕ and θ) and hyperparameters (α and β). In order to infer the latent variables and hyperparameters, the probability of observed data D is computed and maximized as follows: P(D|α, β) =  where  is the parameter of topic Dirichlet prior and the distribution of words over topics, drawn from the Dirichlet distribution given β; T is the number of topics; M is the number of documents; and N is the size of the vocabulary. ( , ) is defined as the Dirichlet multinomial pair for the corpus-level topic distributions; and ( , ϕ) is defined as the Dirichlet-multinomial pair for topic-word distributions. The variable θ(d) is a document-level variable for sampling in a document;  and are the word-level variables to sample each word in each document. 
4.1.3.2. Non-negative Matrix Factorization. Non-negative Matrix Factorization (NMF) was introduced by Févotte and Idier (2011) for text topic learning. According to the experimental results, Chen et al. (2019) proved that NMF performs much better than LDA for short text topic modeling, and NMF learns much higher-quality representative terms for the coherent topics than LDA. NMF was suggested for problems that, given a non-negative matrix V, find non-negative matrix factors W and H such that:  The matrix factorization process is done in two steps such that in the first step a set of multivariate n-dimensional data vectors are placed in the columns of an n  m matrix V, where m is the number of examples in the data set. In the second step, this matrix is approximately factored into an n  m matrix W and an r  m matrix H. The factorization process results in a compact version of the original data matrix and locates a structure that is latent in the data. In other words, each data vector v is approximated by a linear combination of the columns of W, weighted by the components of h, where v 
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and h are the corresponding columns of V and H. In each iteration of the NMF algorithm, the new value of W or H is calculated by multiplying the current value by some factors that learn the approximation quality. They described cost functions that quantify the quality of the approximation. The cost function can be created using distance measures between two non-negative matrices, such as Euclidean distance. The algorithm’s performance shows that the quality of the approximation improves monotonically by using these multiplicative update rules; and these update rules ensure covering the approximation to a locally optimal matrix factorization.  
4.2. Classification Module The MultiLayer Perceptron (MLP) neural network model is employed in our proposed model to classify scientific articles. MLP contains an input layer, one or more hidden layers, and an output layer of fully-connected neurons. This connection is between each neuron in one layer, with each neuron on the next layer. The input signals are guided forward from the inputs to the outputs through the hidden neurons. The number of neurons in the input layer is equal to the number of input variables of the dataset after the data preparation procedure. Equally the number of neurons in the output layer is similar to the number of classes in the dataset. Feed-forward neural network often has one or more hidden layers followed by an output layer of linear neurons. The hidden layer with a non-linear activation function allows the network to learn non-linear and linear relations between input and output vectors. After fine-tuning the proposed model, the best result will be attained using two hidden layers with the rectified linear unit activation function, and 128 and 16 neurons. The output layer is constructed by 16 neurons and the softmax activation function.  
5. Experiments Our proposed model, shown in Figure 1, is motivated by BERT and the recent advances in transformers architecture, where the BERT pooler output is combined with document-topic distribution of topic modeling methods and 
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one-hot encoding of the topic number. The merged and enhanced vector feeds into MLP to discover each scientific article subject.  
5.1. Dataset A large number of scientific articles are published annually by researchers in Persian and they are archived either by governmental organizations, such as IranDoc, or institutes, such as the General Humanities Portal1. To conduct this research, we used the data prepared by Ghayoomi and Mousavian (2022). This dataset that is crawled from the General Humanities Portal contains 114,170 abstracts of Persian articles belonging to 16 fields of study in Humanities. In our experiments, the corpus is divided into training, validation, and test datasets. The statistical information of each dataset is reported in Table 1.  
Table 1 

Statistical information of the datasets used in the experiments Set Document training 82202 validation 9134 test 22834  On the portal, the category of each article is defined. We put the effort into providing a uniform distribution of articles while dividing the data. Table 2 presents the statistical information of the dataset in detail.  

                                                                                                                                            1 www.ensani.ir 
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Table 2 

Statistical information of the documents in Humanities Subject Train Validation Test Physical Education 3149 381 924 Literature 6357 698 1771 Library Science 1906 206 488 Philosophy and Logic 3514 420 929 Law 3781 430 1029 Art Science 2310 266 623 Geography 7481 824 2065 Social and Communication Sciences 6349 705 1818 History 3551 431 1022 Political Sciences and International Relations 4679 551 1366 Islamic Sciences 8219 914 2268 Economics 7134 839 1992 Women Studies 1498 173 406 Accounting and Management 10545 1104 2920 Psychology 9846 1018 2679 Linguistic 1883 174 534 
 

5.2. Results We evaluated our proposed model in different scenarios. First, we used the output of LDA as a vector representation to train normal machine learning classifiers, namely random forest, SVM, logistic regression, naive bayes, KNN, decision tree, and MLP. In the set of experiments, the contextualized representations, both ParsBERT and XLM-RoBERTa, were used. 
5.2.1. Topic Modeling We first ran the first set of experiments to find out which classifier with which number of topics can perform the best to do the further experiments. To begin our research, we used NMF and the common LDA topic modeling approaches. The document topic probabilistic distribution is fed to basic machine learning algorithms and SLP and MLP to predict the documents’ topic. 
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The results of training the classifiers with 50, 100, and 200 topics are reported in Table 3. The results indicated that number of 200 topics with the KNN and decision tree, among the basic machine learning algorithms, performed the best and the worst respectively; and this number of topics with MLP performed the best among the entire series of experiments. According to the experimental results, the performance of MLP in comparison to KNN improved by over 3% on the micro F1 measure and over 4% on the macro F1 measure. It needs to be added that using MLP rather than SLP increases the performance by 1.5%. The NMF model rather than LDA has over 2.28% and 3.2% further improvement using SLP and MLP, respectively.  
Table 3 

Performance of classifiers trained with topic modeling approaches F1-Measure (micro) F1-Measure (macro) Model 50 100 200 50 100 200 LDA-RandomForest 59.3 59.77 60.06 52.46 51.49 50.21 LDA-SVM 57.72 58.92 59.78 51.1 51.6 51.55 LDA-LogisticRegression 57.26 58.26 58.87 50.1 50.08 49.74 LDA-NaiveBayes 53.31 54.18 54.72 49.3 50.24 50.92 LDA-KNN 59.14 60.46 61.50 53.15 54.43 55.72 LDA-DecisionTree 40.11 38.14 38 35.53 33.58 33.49 LDA-SLP 58.01 60.34 63.15 51.85 54.44 58.13 NMF- SLP 60.44 62.49 62.78 52.39 55.34 54.48 LDA-MLP 59.52 61.81 64.56 54.78 57.58 60.72 NMF-MLP 62.72 64.57 65.62 56.14 59.16 59.89  
5.2.2. Evaluating the Proposed Model  To perform further experiments and demonstrate the proposed model, we set up 8 learning scenarios described in the rest of this section -: (a) XLM-RoBERTa-MLP (baseline): As a first experiment, the XLM-RoBERTa cross-lingual representation model is enriched with the MLP input. This model is comparable with the LDA-MLP model in 
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Table 5 since the classifier is the same and only the vectorization method is changed. According to the experimental results, the XLM-RoBERTa-MLP model obtained at least 10% better performance than the LDA-MLP model. We selected this model as the first baseline. (b) XLM-RoBERTa-LDA-MLP: In this learning scenario, the LDA document topic distribution is concatenated with the XLM-RoBERTa model. The integrated vector feeds directly into fully-connected layers. (c) XLM-RoBERTa-NMF-MLP: In this learning scenario, the XLM-RoBERTa model is enriched with the NMF document topic distribution. The results indicate that adding semantic distribution features using LDA did not improve the model’s performance. Due to the fact that we classify articles based on their abstracts, it is expected to achieve better results with the NMF method than LDA. (d) XLM-RoBERTa-NMF-1HT-MLP: In this learning scenario, the XLM-RoBERTa cross-lingual representation model is concatenated with the NMF document-topic distribution and one-hot encoding of document topics, thereafter called 1HT, as a feature. The NMF topic modeling method places articles into different clusters according to their subject fields. We add the topic number of each article as a one-hot vector to the model’s features to determine which articles are more thematically similar. As mentioned in the section about ParsBERT, transformer-based language models either do not support low-resource languages, such as Persian, or are limited to a small amount of data if a multilingual model is supplied. Accordingly, we arrange to replace the XLM-RoBERTa cross-lingual representation model with the ParsBERT contextualized representation model and repeat the experiments according to the four previous learning scenarios described as follows: (e) ParsBERT-MLP: In this learning scenario, the ParsBERT contextualized representation model is enriched with the MLP input. The results of this model are comparable with XLM-RoBERTa-MLP 
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and LDA-MLP models. Since the classifier of the model is the same and the difference of the models is the vectorization type, we consider this model as the second baseline. (f) ParsBERT-LDA-MLP: In this learning scenario, the ParsBERT contextualized representation model is concatenated with the LDA topic modeling distribution to evaluate the advantage of using LDA as a feature vector. (g) ParsBERT-NMF-MLP: In this learning scenario, the ParsBERT model is enriched with the NMF document topic distribution. (h) ParsBERT-NMF-1HT-MLP: This learning scenario is similar to scenario (d), except that the XLM-RoBERTa model is replaced with the ParsBERT model to utilize the large volume of Persian data used in the pre-training step of ParsBERT. During the training phase of the model, the parameters of different models were set. Our proposed models with different settings in terms of the semantic representation mode as well as topic modeling are reported in Table 4.  
Table 4 

The parameters for training models Parameter Value Maximum Sequence Length 128 Learning Rate 2e-6-2e-5 Epoch 3-100 Batch Size 100-500 Optimizer Adam Loss Cross Entropy MLP(Number of Layers) 5 LDA, NMF(Number of Topics) 200  According to the experimental results reported in Table 5, the BERT-based contextualized representation model performed better than the transformer-based cross-lingual representation model in general. This 
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improvement determines that the raw data volume used in the pre-training step has a positive impact on the performance of the classifier. Moreover, augmenting the BERT-based contextualized representation model with document topic distributions and 1HT vector performed better than the transformer model. 
 

Table 5 

Performance of the proposed learning models Scenario Representation Model Topic Classifier F1-Measure (micro) F1-Measure (macro) (a) - 74.02 71.51 (b) LDA 73.91 70.81 (c) NMF 73.84 70.68 (d) XLM-RoBERTa NMF-1HT MLP 74.11 71.59 (e) - 74.92 72.41 (f) LDA 75.02 72.43 (g) NMF 75.09 72.4 (h) ParsBERT NMF-1HT MLP 75.21 72.37  Enriching the BERT-based models with topic modeling obtained two different results. The transformer-based cross-lingual representation model was not able to make use of the LDA knowledge; while the contextualized representation model made use of it and it had a slight improvement compared to the baseline. Replacement of the LDA topic modeling model with the NMF model had an improvement on the transformer-based cross-lingual representation model; and it had a positive impact on the contextualized representation model based on the macro F1-measure. The results determined that the acquisition of distributional semantic information via topic modeling eases the challenge of identifying the article’s category. Consequently, we put the effort into enriching the semantic information about the article by adding the 1HT feature to the model. According to the experimental results, a slight improvement on the contextualized representation model augmented with the NMF features was achieved. The result still highlights the importance of usability of semantic information to improve the classification task of scientific 
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articles. The differences in the results of the best model (ParsBERT-NMF-1HT) and baseline (XLM-RoBERTa-MLP) are statistically significant according to the two-tailed -test (  < 0.05). In Table 5, the best performance of the model was achieved with the ParsBERT-NMF-1HT learning scenario. We used this model to calculate the performance of the model for each topic separately. The results are reported in Table 6. As it can be seen, the Physical Education field obtained the highest and the Women Studies field obtained the lowest performance of the model. The content of the articles in Physical Education field is technical; therefore, it is expected to achieve a better performance. The articles on Women Studies are mostly interdisciplinary and this property of the articles misleads the classifier. Three fields, namely Geography, Psychology, Economics and Literature, obtained the performance between 80 to 90% according to F-measure which we can consider the result relatively high. Moreover, three fields, namely Accounting and Management, Library Science, and Law, obtained a performance between 70 to 80% according to F-measure. Six fields, namely Art Science, Linguistic, Political Sciences and International Relations, Islamic Sciences, Philosophy and Logic, and History, achieved a performance between 60 to 70% according to F-measure which is good enough; and the field of Social and Communication Sciences performs between 50 to 60% according to F-measure.  
Table 6 

Performance of the ParsBERT-NMF-1HT model in different subject fields Subject Range Precision (per class) Recall (per class) F1-Measure (per class) Physical Education 90<=x 91.37 95.12 93.21 Geography 81.52 89.53 85.34 Psychology and Behavioral Science 81.27 85.06 83.12 Economics 80.95 81.27 81.11 Literature 
80<x<90 

75.61 83.85 79.51 Accounting and Management 79.51 79.1 79.31 Library Science 77.86 79.3 78.57 Law 70<x<80 69.3 83.38 75.69 History 60<x<70 70.48 71.03 70.76 
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Subject Range Precision (per class) Recall (per class) F1-Measure (per class) Art Science 70.39 68.69 69.53 Linguistic 69.18 66.85 67.99 Political Sciences and International Relations 71.71 62.37 66.71 Islamic Sciences 65.66 65.6 65.63 Philosophy and Logic 67.1 55.11 60.52 Social and Communication Sciences 50<x<60 65.15 55.22 59.77 Women Studies 30<x<40 46.83 32.75 38.55  The confusion matrix of the best performance of the model is represented in Figure 3. As can be seen, articles related to Women Studies are labeled with the lowest result, such as Psychology and Behavioral Science, Social Studies and Communication.  
Figure 3 

Normalized confusion matrix of ParsBERT-NMF-1HT model results 
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The articles in the field of Philosophy and Logic are labeled Islamic Science. One reason for misleading the classifier is the interdisciplinary feature of these two fields and content relatedness. The articles in the field of Linguistics are also misled by the classifier, and the wrong label of Literature is assigned.  
6. Error Analysis and Discussion In this section, several incorrectly classified data by the best model, i.e. the ParsBERT-NMF-1HT-MLP model, are examined from the test dataset and analyzed. The error analysis will help to improve future models by solving the deficiencies. By analyzing and studying the samples in the mentioned table, we discovered that the main subject of interdisciplinary articles is not easily recognizable even by human resources. This issue has led to a reduction in the model’s performance in predicting the subject of articles. The keywords in the articles’ abstract are related to several topics; consequently, the model has trouble recognizing a single category for the article. Although the distributional semantics of documents and contextualized representation have facilitated this problem, its impact on model’s performance is still apparent. In Example (1), the relatedness of words, such as behavioral disorder, communication, socialization, and distraction to psychology, is undeniable. The bigram ‘behavioral disorder’ with nine repetitions creates more weight for Psychology rather than Social and Communication Sciences. Therefore, the model’s misunderstanding to identify the correct label is not very surprising.         
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(1)  

 
Gold Label: Social and Communication Sciences 
Predicted Label: Psychology  The content of the article in Example (2) can be attributed to two topics: Women Studies and Psychology because, on the one hand, the article negotiates with the position and duties of women in the family and, on the other hand, it deals with the relationship between spouses, especially the woman’s relationship with her husband. Consequently, true label prediction for the model is problematic.  (2) 

 
Gold Label: Psychology 
Predicted Label: Women Studies  
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Example (3) discusses women’s employment,  and contains words from both Economics and Women Studies fields, such as /?ešteqāl=e zanān/ ‘women’s job’. Such an interdisciplinary topic is challenging to identify the category not only for the human but also for the machine.  (3)  

 
Gold Label: Women Studies 
Predicted Label: Economics  In the last example, Example (4), words, such as /še?ri/ ‘poetic’, /šā?erān/ ‘poets’, /sabk/ ‘style’, /še?r/ ‘poem’, and /pārādoks/ ‘paradox’, represent a literary article. The share of words that are particularly associated with linguistics in this abstract is very diminutive; therefore, the error of the model in this instance is predictable.   (4)  

 
Gold Label: Linguistics 
Predicted Label: Literature  
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In Tables 7 and 8, we report the F-measures results of all experiments for each class separately. According to the results, the latent topics in most of the subjects are useful for the classifier. This table shows that although the NMF topic modeling performed better than the LDA topic modeling, in general, according to the results in Table 5, the augmented LDA model performed better than the NMF model in the same field with the ParsBERT representation. Four subjects, including Accounting and Management, Linguistic, Political Sciences and International Relations and Women Studies, obtained the best performance with NMF; while in seven subjects, including Physical Education, Geography, Psychology and Behavioral Science, Library Science, Law, Art Science, and Islamic Sciences, obtained the best performance with LDA. Two subjects, namely Literature and Philosophy and Logic, obtained the best performance when no augmented topic modeling is used. However, the augmented NMF and 1HT obtained the best performance for the subjects Economics and Social and Communication Sciences. For History, using either the NMF model solely or the augmented NMF and 1HT model achieved equal results.  
Table 7 

Experimental results of XLM-RoBERTa for F1-Measure (per class) XLM-RoBERTa Subject - LDA NMF NMF–1HT Physical Education 91.5 93.71 93.52 93.45 Geography 85.19 84.53 84.98 83.81 Psychology and Behavioral Science 82.28 82.81 82.85 83.28 Economics 80.05 78.7 79.22 79.34 Literature 78.87 78.94 78.08 79.74 Accounting and Management 77.93 77.58 78.48 78.45 Library Science 77.94 77.56 77.63 77.32 Law 75.53 75.04 74.42 74.6 History 69.3 68.97 70.2 68.38 
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Art Science 67.3 65.32 67.16 65.75 Linguistic 66.34 66.85 65.59 63.54 Political Sciences and International Relations 65.32 65.46 66.74 66.08 Islamic Sciences 63.4 62.48 64.64 62.06 Philosophy and Logic 58.86 62.5 62.1 62.73 Social and Communication Sciences 59.73 55.93 58.89 58.56 Women Studies 41.87 41.62 44.06 45.24  
Table 8 

Experimental results of ParsBERT for F1-Measure (per class) ParsBERT   Subject - LDA NMF NMF–1HT Physical Education 93.38 93.68 93.07 93.21 Geography 84.87 86.23 85.92 85.35 Psychology and Behavioral Science 83.2 83.49 82.69 83.13 Economics 80.9 81.04 80.56 81.11 Literature 80.06 80.03 79.98 79.52 Accounting and Management 79.32 78.92 79.35 79.31 Library Science 78.41 79.59 78.17 78.58 Law 75.28 76.67 75.56 75.69 History 69.15 70.61 70.76 70.76 Art Science 69.77 70.55 69.13 69.54 Linguistic 65.93 65.98 68.16 68.00 Political Sciences and International Relations 66.83 66.5 67.12 66.72 Islamic Sciences 63.44 66.69 65.34 65.64 Philosophy and Logic 64.06 58.34 60.64 60.52 Social and Communication Sciences 58.68 59.08 59.54 59.78 Women Studies 41.78 39.58 42.89 38.55 
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The performance of our presented models is compared with the model proposed by Ghayoomi & Mousavian (2022). To this end, we used the same training and test data as used in the experiments of Ghayoomi & Mousavian (2022). According to the experimental results in Table 9, the ParsBERT-NMF-1HT model as our proposed model improved the previous work by 0.5% according to F1-measure(micro). This determines that enriching the contextualized representation with semantic information about the article, using both LDA and NMF, and adding the 1HT feature have positive impact in comparison to the previous research.  
Table 9 

Comparing the performance of the proposed learning models with the previous work Model Topic Classifier F1-Measure (micro) F1-Measure (macro) Ghayoomi & Mousavian (2022) 
- SLP 74.71 72.55 - 74.92 72.41 LDA 75.02 72.43 NMF 75.09 72.4 Our Experiments NMF-1HT MLP 75.21 72.37  

7. Conclusion This paper implemented the augmented BERT-based models with topic modeling for classifying Persian scientific articles in Humanities. We used the LDA topic modeling method, machine learning algorithms, and multilayer perceptron neural network for the initial experiments. In the initial scenarios, the LDA semantic distribution was fed to MLP neural networks and machine learning algorithms as a representation of abstracts. It became apparent that the MLP neural network model had remarkably better performance than machine learning algorithms. In the second step, knowledge from topic modeling methods, namely LDA and NMF, and transformer-based language models, including ParsBERT and XLM-RoBERTa, were combined and fed into the MLP neural networks to make the model more robust. In this series of 
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experiments, the NMF topic modeling method and ParsBERT language model had better performance than LDA and XLM-RoBERTa, respectively. Based on the better results from NMF on articles’ abstracts as short texts, we designed a new scenario and developed the proposed model. We enriched semantic knowledge of articles by using 1HT feature to determine which articles were more thematically similar. The paper concludes that the contextual information is important and effective in the models to find the relations between the words. Moreover, we found that enriching the models with the topics, extracted from texts, determines that latent semantic properties in texts have a positive impact on the article classification task. In this paper, we used the data to train the models which had 16 labels for 16 subject fields in Humanities. One direction of this research for the future work is using zero-shot or few-shot machine learning method to extend the number of the fields and the labels as well. The advantage of these machine learning methods is that they require no or very few samples in the training data.  
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