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Abstract 

Cognitive diagnostic models (CDMs) have received much interest within the field of language 

testing over the last decade due to their great potential to provide diagnostic feedback to all 

stakeholders and ultimately improve language teaching and learning. A large number of studies 

have demonstrated the application of CDMs on advanced large-scale English proficiency 

exams, such as IELTS, TOEFL, MELAB, and ECPE. However, too little attention has been 

paid to the utility of CDMs on elementary and intermediate high-stakes English exams. The 

current study aims to diagnose the reading ability of test takers in the B1 Preliminary test, 

previously known as the Preliminary English Test (PET), using the generalized deterministic 

input, noisy, “and” gate (G-DINA; de la Torre, 2011) model. The G-DINA is a general and 

saturated model which allows attributes to combine in both compensatory and non-

compensatory relationships and each item to select the best model. To achieve the purpose of 

the study, an initial Q-matrix based on the theory of reading comprehension and the consensus 

of content experts was constructed and validated. Item responses of 435 test takers to the 

reading comprehension section of the PET were analyzed using the “G-DINA” package in R. 

The results of attribute profiles suggested that lexico-grammatical knowledge is the most 

difficult attribute, and making an inference is the easiest one.  

 

Keywords: B1 Preliminary English test; reading attributes; G-DINA; Compensatory; non-

compensatory 

 

 

 

1. Introduction 

Cognitive diagnostic models (CDMs), also referred to as diagnostic classification models 

(DCMs; Rupp & Templin, 2008), have been paid a great deal of attention in the field of 

language testing and assessment over the last decade due to their great promise for providing 

rich diagnostic information about weaknesses and strengths of test takers on a set of fine-

grained attributes (Rupp et al., 2010). CDMs are probabilistic, confirmatory multidimensional 

latent variable models that have a simple or complex loading structure (Rupp & Templin, 

2008). In contrast to classical test theory (CTT) and item response theory (IRT) as traditional 

psychometric frameworks which tend to locate persons on a unidimensional latent trait 
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continuum, CDMs offer formative feedback to all stakeholders based on mastery/non-mastery 

profiles of test takers which could be used to improve instruction and learning (DiBello et al., 

1995). Different types of CDMs have been developed on the basis of different assumptions 

about the association between cognitive processes or attributes and students’ responses to a set 

of given test items. Examples of CDMs include rule space methodology (RSM; Tatsuoka, 

1983, 1995), the attribute hierarchy method (AHM; Leighton et al., 2004), the Deterministic 

Inputs, Noisy And Gate (DINA; Junker & Sijtsma, 2001), the Deterministic Input, Noisy, “or” 

Gate (DINO; Templin & Henson, 2006), the reduced reparametrized unified model (RRUM; 

Hartz, 2002), the additive CDM (ACDM; de la Torre, 2011), the linear logistic model (LLM; 

Maris, 1999), the generalized deterministic inputs, noisy and gate (G-DINA; de la Torre, 2011), 

the general diagnostic model (GDM; von Davier, 2008; Xu & von Davier, 2008), and the log-

linear cognitive diagnosis model (LCDM; Henson et al., 2008). 

Over the last few years, a large number of studies have utilized CDMs in educational and 

psychological measurement to diagnose mastery/non-mastery or absence/presence of several 

attributes. Generally, there are two approaches toward the use of CDMs in the literature. The 

first approach is to use CDMs to devise “true diagnostic” (Ravand & Baghaei, 2020, p.4) tests 

from the outset for diagnostic purposes. However, due to lack of diagnostic tests, majority of 

the CDM applications have been on the second approach, that is, to retrofit existing non-

diagnostic tests in order to extract fine-grained diagnostic feedback beyond total scores. For 

instance, CDMs have already been applied on different sections of advanced large-scale 

English proficiency tests such as the IELTS (Effatpanah, 2019; Jang et al., 2020), TOEFL 

(Buck & Tatsuoka, 1998; Jang, 2005; Kasai, 1997; Kim, 2011; Lee & Sawaki, 2009a; Sawaki 

et al., 2009; von Davier, 2008; Yi, 2017a), MELAB (Li et al., 2015), ECPE (Templin & 

Bradshaw, 2014; Templin & Hoffman, 2013; Yi, 2017b), TOEIC (Buck et al., 1997), and 

LanguEdge field tests (Jang, 2009). Although these studies have provided valuable insights 

into the application of CDMs on non-diagnostic tests, there is a paucity of research on the use 

of CDMs on elementary and intermediate large-scale English proficiency tests such as B1 

Preliminary. 

B1 Preliminary, previously known as Cambridge English: Preliminary and the 

Preliminary English Test (PET), is an English language examination which is run by 

Cambridge Assessment English. B1 Preliminary is designed in two versions: (1) B1 

Preliminary for schools, school-aged learners, and (2) B1 Preliminary for general and higher 

education adult learners. The test is one of the examinations in Cambridge English 

Qualifications designed to improve language skills of English learners. Each Cambridge 

English Qualification is appropriate for a particular level of the CEFR (e.g., the Common 

European Framework of Reference for Languages). As an intermediate-level qualification, the 

goal of the B1 Preliminary is to provide information about learners who have mastered the 

basics of English and now have practical language skills for everyday use. To the best 

knowledge of the authors, the cognitive processes underlying performance of the reading 

section of the test have not been yet fully explored, and that too little attention has been paid to 

the application of CDMs on intermediate-level examinations, especially B1 Preliminary. 

Therefore, this study aims to address two important concerns regarding the B1 Preliminary test: 

(1) the knowledge, processes, and (sub)skills test takers use to respond correctly to a set of test 
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items on the reading section of the test; and (2) the diagnosis and analysis of test takers’ 

performance on the reading section of the B1 preliminary test. For this study, the following 

research questions are posed: 

          (1)  What knowledge, processes, and (sub)skills B1 Preliminary test takers use to give a    

                correct response to the items of the reading section of the test?   

          (2) What are the weaknesses and strengths of candidates in the reading section of the     

                B1 Preliminary test?  

 

2. Literature Review 

2.1. Choosing CDMs for Reading Comprehension Tests 

In the context of CDMs, the different elements of a specific (cognitive) domain are called 

attributes. In fact, attributes are any “procedures, skills, or knowledge a student must possess 

in order to successfully complete the target task” (Birenbaum et al., 1993, p. 443). In other 

words, attributes are viewed as domain-specific knowledge and (sub)skills required to show 

the mastery in a particular cognitive domain (Leighton & Gierl, 2007). For instance, 

considering reading comprehension as a general cognitive domain, lexico-grammatical 

knowledge, making an inference, skimming, and scanning are required attributes in order to 

comprehend a text and respond correctly to a set of reading comprehension items. The presence 

of multiple underlying cognitive attributes required for reading proficiency makes it a 

complicated process. 

A critical consideration of studies using CDMs for analyzing reading comprehension is 

the selection of the most appropriate model. CDMs are typically classified into two categories: 

specific and general (Ravand & Baghaei, 2020). Specific CDMs are used in situations where a 

single type of relationship is feasible in the same test: non-compensatory, compensatory, and 

additive. In non-compensatory models, deficiency in one attribute cannot be completely made 

up for by other attributes. In other words, the mastery of all the required attributes for getting 

an item right is necessary. Compensatory CDMs, on the other hand, are models in which the 

mastery of any of the necessary attributes can make up for the lack of mastery of the other 

attributes. Additive CDMs are models in which the probability of success can be affected by 

the presence of any one of the attributes regardless of the absence or presence of other 

attributes. On the contrary, general CDMs do not assume any prespecified relationships among 

the attributes and allow multiple relationships in the same test. 

In the literature of second/foreign language (L2) reading comprehension, there is a 

controversial view toward the interaction among reading attributes. Some researchers have 

supported the view that reading attributes are non-compensatory. As Hoover and Gough 

(1990) state, reading comprehension attributes should work together to allow a reader to 

understand a text, that is, deficiencies in any particular attribute cannot be made up for by the 

higher knowledge of other attributes. For that reason, a number of researchers have claimed 

that non-compensatory models can provide more accurate information compared to their 

compensatory counterparts (Li, 2011; Li, Hunter, & Lei, 2015; Roussos et al., 2007).   

However, many researchers have argued that reading attributes are compensatory (e.g., 

Bernhardt, 2005; Coady, 1979; Goldsmith-Phillips, 1989; Stanovich, 1980; Stanovich & 

West, 1979, 1981). Coady (1979) argues that any deficiencies in one area can be 
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compensated for by the strength in other areas. Similarly, Stanovich (1980) introduced a 

compensatory-interactive model upon which “a deficit in any particular process will result in 

a greater reliance on other knowledge sources, regardless of their level in the processing 

hierarchy” (p. 32). In her compensatory model of second-language reading, Bernhardt (2005) 

explains that learners’ first language (L1) reading ability and L2 knowledge make up for 

insufficiencies in each other during reading comprehension. 

As there is mixed theoretical evidence with respect to the way reading attributes 

combine in a non-compensatory and compensatory relationship, several studies have shown 

that general CDMs such as the G-DINA model can better reflect the interactions among L2 

reading attributes because they allow both compensatory and non-compensatory inter-

attribute relationships (Du & Ma, 2021; Hemmati et al., 2016; Hemati & Baghaei, 2020; Lee 

& Sawaki, 2009a; Li, Hunter, & Lei, 2015; Ravand, 2016; Ravand & Robitzsch, 2018; Yi, 

2017a).  

2.2. G-DINA 

The generalized deterministic inputs, noisy “and” gate (G-DINA; de la Torre, 2011) is 

considered as a general and saturated model which takes into account both non-compensatory 

and compensatory relationships among a set of attributes within a test. In its saturated form, 

the model considers all main and interaction effects and is equal to other general models for 

the purpose of cognitive diagnosis on the basis of alternative link functions (de la Torre, 2011). 

The G-DINA model classifies individuals into 2𝑘𝑗, where 𝐾𝑗
∗ =  ∑ 𝑞𝑗𝑘

𝐾
𝑘=1  shows the number 

of required attributes for item j. It is assumed that each group has its own probability of success. 

For the G-DINA model (de la Torre, 2011), the probability of giving a correct response for an 

examinee with an attribute pattern 𝛼𝑙𝑗
∗  is a function of the main effects and all the possible 

effects among the 𝑘𝑗
∗ required attributes for item j:  

𝑃(𝛼𝑙𝑗
∗ ) = 𝛿𝑗0 +  ∑ 𝛿𝑗𝑘

𝑘𝑗
∗

𝑘=1 𝛼𝑙𝑘 +  ∑ ∑ 𝛿𝑗𝑘𝑘´𝛼𝑙𝑘𝑎𝑙𝑘´ … +  𝛿𝑗12… 𝐾𝑗
∗ ∏ 𝛼𝑙𝑘

𝐾𝑗
∗

𝑘=1

𝑘𝑗
∗−1

𝑘=1

𝐾𝑗
∗

𝑘´=𝑘+1
      (1) 

where 𝛿𝑗0 denotes the intercept for item j, which is defined as the probability of success when 

the required attributes are not present; 𝛿𝑗𝑘 represents the main effect due to 𝛼𝑘; 𝛿𝑗𝑘𝑘´ is the 

interaction effect owing to 𝛼𝑘 and 𝛼𝑘´; and 𝛿𝑗12… 𝐾𝑗
∗ is the interaction effect due to 𝛼1, … , 𝛼𝐾𝑗

∗  

(de la Torre, 2011). 

With appropriate constraints on the parameterization of the G-DINA model, de la Torre 

(2011) showed that several constrained models which are special cases of the G-DINA model 

can be obtained. For example, by setting all the lower order interactions and the main effects, 

except for 𝛿𝑗0 and 𝛿𝑗12… 𝐾𝑗
∗ , to zero, the DINA model can be derived. As a non-compensatory 

model, DINA assumes that all the required attributes should be present in order for an examinee 

to give a correct response to a given item. The compensatory counterpart of DINA is the DINO 

model which can be obtained from the G-DINA model by alternating sign which varies based 

on the order of interaction and constraining the magnitudes of the main and interactions to be 

identical to each other (de la Torre, 2011, pp. 182-183). As a compensatory model, the DINO 

assumes that the mastery of only one attribute increases the probability of success as the 

mastery of all the required attributes for the item. Additionally, several additive models with 

different link functions can be derived from the G-DINA model. The additive CDM (ACDM; 
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de la Torre, 2011) can be obtained if all the interaction effects are fixed to zero. The ACDM, 

as an additive and compensatory model, has 𝐾𝑗
∗ + 1 parameters for each item and assumes that 

the mastery of attribute 𝛼𝑘 increases the probability of giving a correct response to item j in 

such a way that the contribution of the attribute is not dependent on the contribution of the 

other attributes (de la Torre, 2011). By setting all the interactions to zero, the LLM and RRUM 

can also be derived. Unlike the ACDM obtained by using an identity link, the LLM and RRUM 

can be obtained by using logit and log link, respectively. It should be noted that RRUM is a 

non-compensatory equivalent of the LLM (Hartz, 2002).  

 

3. Method 

3.1. Data 

Data analyzed in this study includes item responses of 435 test takers to 25 items of the 

reading comprehension section of the B1 Preliminary English Test (PET). The test is made up 

four papers designed to measure test takers’ English skills. The reading section generally 

consists of 35 questions in 6 parts, and there are various types of questions and texts. This 

section tends to measure the ability of test takers in reading and understanding the main points 

from magazines, newspapers, and signs. In the first part of the reading comprehension, there 

are five questions, and test takers have to read five real-world messages, notices, and other 

short texts to find the main point. The second section is composed of five questions in which 

test takers have to match five descriptions of people to eight short texts on a specific topic, 

assessing detailed comprehension. The third part includes ten questions, and candidates have 

to read a text to decide if each sentence is correct or incorrect. In the fourth part, there are five 

questions, and candidates have to read a long text for gist, detailed comprehension, and global 

meaning as well as writer’s attitude and opinion. The last section is a multiple-choice cloze that 

contains ten questions. Test takers have to read a short text and choose the correct vocabulary 

items to complete gaps. Test takers are given 45 minutes to answer a set of given questions.  

As previous studies showed that cloze items yield variance that is not explained by the 

reading comprehension dimension (Baghaei & Ravand, 2015; In’nami & Koizumi, 2009; 

Rauch & Hartig, 2010), ten items of multiple-choice cloze were removed from the study. 

Therefore, only 25 items of the test were analyzed. There were 156 males and 279 females who 

ranged in age between 19 and 39 (M=23.98, SD=4.210. The total score ranged from 0 to 24 

with a mean of 12.01 and a standard deviation of 5.011. 

3.2. Q-matrix Construction 

The construction of a Q-matrix (Tatsuoka, 1983) is an important component of all CDMs 

because the diagnostic power of cognitive diagnostic assessment (CDA) relies heavily on the 

development and construction of a theoretically appropriate and empirically supported Q-

matrix (Lee & Sawaki, 2009a, p. 169). A Q-matrix specifies the relationship between each item 

and its required attributes. This relationship is expressed by numbers 1 and 0. If the attribute is 

required by the item, number 1 is used; otherwise, number 0. Different ways have been 

proposed to identify attributes involved in a test, including verbal protocol analysis, eye-

tracking research, test specifications, item content analysis, content domain theories, and 

relevant literature (Embretson, 1991; Leighton et al., 2004). As a non-diagnostic test was used 

in this study to extract diagnostic information, different methods were used to determine 
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attributes test takers should have mastered to correctly respond to a set of reading 

comprehension items. First, we consulted the literature on language proficiency and L2 reading 

comprehension models (Alderson & Lukmani, 1989; Hughes, 2003; Jang, 2009; Lumley, 1993; 

Munby, 1978) which consist of taxonomies of sub-skills and narrower domain of attributes for 

L2 reading comprehension. The second source for identifying reading attributes was 

brainstorming. As suggested by Lee and Sawaki (2009a), when no information on test 

specification and cognitive model of task performance is available, “brainstorming about 

possible attributes that elaborate on an existing test specification might serve as a good point 

of departure” (p. 176). 

After reviewing the relevant literature on L2 reading comprehension, three certified 

English instructors as content experts with more than ten years of teaching experience in 

intermediate and advanced English courses (e.g., IELTS, TOEFL, FCE, CPE, and CAE) were 

invited to identify and brainstorm required attributes. Based on the review of the literature and 

experts’ idea, a set of four attributes were specified: lexico-grammatical knowledge (LGK), 

main idea (MAI), detailed information (DET), and making an inference (INF). A 2-hour 

training session was also held to train experts on how to code the identified attributes measured 

by each item. They read each item and specified the attributes required to correctly answer 

reading comprehension items. Table 1a shows the initial Q-matrix.  

In the next step, the initial Q-matrix was subjected to statistical procedure suggested by 

de la Torre and Chiu (2016) using the G-DINA package (Ma et al., 2022) in R to empirically 

validate the Q-matrix. This procedure depends on the G-DINA discrimination index (GDI) and 

looks for the simplest attribute specification of an item (de la Torre & Chiu, 2016). As the 

procedure identifies possible misspecifications and provides suggestions for revision of the Q-

matrix, a few modifications were suggested. Except for one case for which the suggestion was 

to turn 1 into 0, in other cases, the suggestion was the insertion of 1 into the Q-matrix. All 

suggested modifications were carefully analyzed and only sensible suggestions were applied. 

To better understand the suggestions, mesa plot for each item was checked. Mesa plot 

visualizes a proportion of variance accounted for (PVAF) with respect to the maximum GDI 

of the item (de la Torre & Chiu, 2016; de la Torre & Ma, 2016). The mesa plot is a line graph 

on which the x-axis represents q-vectors or the potential item-attribute specifications, and the 

y-axis shows the corresponding PVAFs. In the mesa plot, the red dots are the original q-vectors. 

As noted by de la Torre and Ma (2016), the q-vector on the edge of the mesa is considered as 

the best attribute specification. Figure 1 illustrates mesa plots for items 11, and 12. 

Furthermore, Heatmap plot was checked to inspect the dependencies between item pairs using 

transformed correlations and log odds ratio. As can be seen in Figure 2, there is a dependency 

between items 24 and 25; however, applying the reasonable suggested modifications removed 

the dependency. The final Q-matrix is shown in Figure 1b.  
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Table 1  

Initial and Final Q-matrices 

                  (a) Initial Q-matrix                                                  (b) Final Q-matrix 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Note: The underlined 1s represent the addition of attributes, and the asterisk * indicates the deletion of the 

attribute.  

 

 

 

 

 

 

 

 

 

 

 

 

Items LGK MAI DET INF 

1 1 1 0 0 

2 1 1 0 0 

3 1 1 0 0 

4 1 1 0 0 

5 1 1 0 0 

6 1 0 1 0 

7 1 0 1 0 

8 1 0 1 0 

9 1 0 1 0 

  10 1 0 1 0 

  11 0 0 0 1 

  12 0 0 0 1 

  13 0 0 0 1 

  14 1 0 0 1 

  15 1 0 0 1 

  16 0 0 0 1 

  17 0 0 0 1 

  18 1 0 0 1 

  19 0 0 0 1 

  20 1 0 0 1 

  21 0 1 0 0 

  22 0 0 1 0 

  23 0 0 1 0 

  24 1 1 0 1 

  25 0 0 0 1 

Items LGK MAI DET INF 

1  1   1    0    0 

2  1   1    0    0 

3 1 1 0 0 

4 1 1 0 0 

5 1 1 0 0 

6 1 0 1 0 

7 1 0 1 0 

8 1 0 1 0 

9 1 0 1 0 

  10 1 0 1 0 

  11 0 1 0 1 

  12 0 1 0 1 

  13 0 1 0 1 

  14 1 1 0 1 

  15 1 1 0 1 

  16 0 1 0 1 

  17 0 1 0 1 

  18 1 1 0 1 

  19 0 1 0 1 

  20 1 1 0 1 

  21 0 1 0 0 

  22 0 0 1 0 

  23 0 0 1 0 

  24 1 1 0 0* 

  25 0 0 1 1 
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Figure 1  

Mesa Plots for Items 11 and 12 
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Figure 2  

Heatmap Plots for the Initial and Final Q-matrices 

 

(a) Heatmap Plot for the Initial Q-matrix 

 

(b) Heatmap Plot for the Final Q-matrix 

 

 

 

 



Tabaran Institute of Higher Education   ISSN 2476-5880 

 International Journal of Language Testing  

 Special Issue, 2023: Advanced Psychometric Methods in Language Testing 

10 
 

4. Results 

4.1. Test-level Model Fit 

For any statistical model, the fit of the model to the data should be firstly examined. The 

G-DINA package version 2.8.8 (Ma et al., 2022) in R (R Core Team, 2021) was used to 

examine the fit of the G-DINA to the data using marginal maximum likelihood estimation with 

EM algorithm. The package can produce two kinds of fit statistics to check the fit of a model 

(Rupp et al., 2010): (1) absolute fit statistics which are used to check the fit of a model to the 

data; and (2) relative fit statistics which are used to compare several models to select the best 

fitting one. In this study, different absolute fit indices were used to evaluate the fit of the G-

DINA model to the observed response data. The absolute fit indices are as follows: (1) M2 is 

considered as the mean difference between the model-predicted and observed response 

frequencies. Large values indicate that there are dependencies between the items. A significant 

p-value shows that the item independency is violated, and the model does not fit the data (Hu 

et al., 2016); (2) RMSEA2 (the root mean square error of approximation fit index for M2) is a 

measure of difference between the observed covariance matrix and model-predicted covariance 

matrix for each degree of freedom (Chen, 2007, p. 467). This statistic ranges from 0 to 1. 

According to de la Torre (2011), values lower than 0.06 suggest good fit; (3) The standardized 

root mean squared residual (SRMSR) is the square root of the discrepancy between the 

observed covariance matrix and model-implied covariance matrix (Chen, 2007). As suggested 

by Hu and Bentler (1999), SRMSR is expected to be within the range of 0 and 0.08. 

Table 2 summarizes the absolute fit results of the G-DINA model and the number of 

parameters. As demonstrated in the second column of Table 2, the G-DINA model estimated 

125 item parameters. The value of M2 was 231.84 with a non-significant p-value, suggesting 

good fit of the model to the data. The large value of M2 could be due to the high number of 

items and small sample size. With regard to RMSEA2, the value of the G-DINA model (e.g., 

0.0191) and its upper and lower bounds were smaller than <0.06. Also, in relation to SRMSR, 

the value is within the ideal range of 0 and 0.08, e.g., 0.0451. Overall, the results of absolute 

fit statistics revealed that the G-DINA model has a satisfactory fit to the data.  

 

Table 2  

Absolute Fit Statistics  

Fit 

Statistics 
Npar 

M2 

(p-value) 
RMSEA2 

RMSEA2 

CI 1 

RMSEA2 

CI 2 
SRMSR 

G-DINA 125 
231.8458 

(0.0608) 
0.0191 0 0.0291 0.0451 

Note: Npar = Number of parameters; CI: Confidence Intervals. 

 

In addition to test-level absolute fit indices, three item-level fit statistics were also 

evaluated, including proportion correct (p), Log-odds ratio (l), and transformed correlations 

(r). According to Chen et al. (2013, p. 126), proportion correct (p) is the residual between the 

observed and predicted proportion correct of examinees’ correct responses to a set of test items. 

Log-odds ratio (l) is the residual between the observed and predicted log-odds ratio of item 

pairs. And transformed correlations (r) is the residual between the predicted and observed 
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Fischer-transformed correlation of the item pairs. Smaller values indicate a better fit of the 

model to the data. Table 3 shows the absolute item-level fit for the G-DINA model. The results 

indicate that the model fits the data well. In terms of proportion correct, the p-value was lower 

than the critical Z-score (e.g., 4.17). The values of transformed correlations and log odds ratio 

were also acceptable because their adjusted p-value was smaller than 0.05, indicating good 

absolute fit of the model at the item level.  

 

Table 3  

Absolute Item-level Fit Indices  

  mean[stats] max[stats] max[z.stats] p-value 
adj. 

p-value 

G-DINA 

Proportion 

correct 
0.0009 0.0027 0.119 0.9052 1 

Transformed 

correlation 
0.0358 0.1738 3.613 0.0003 0.0909 

Log odds 

ratio 
0.1633 0.8347 3.723 0.0002 0.0591 

Note: adj. p-value = adjusted p-value 

 

 Table 4 shows the prevalence of the four attributes. Making an inference (INF) was the 

easiest attribute for test takers because only 33% of test takers have not mastered this attribute. 

However, as can be seen, lexico-grammatical knowledge (LGK) has not been mastered by 50% 

of test takers, so LGK is the most difficult attribute, followed by main idea (MAI) and detailed 

information (DET).  

 

Table 4 

Attribute Prevalence 

Attributes Attribute Probability 0 

Lexico-grammatical Knowledge (LGK) 0.5048 

Main Idea (MAI) 0.4542 

Detailed Information (DET) 0.4542 

Making an Inference (INF) 0.3388 

 

 Based on the total number of attributes, CDMs classify test takers into 2𝑘 latent classes. 

In this study, there are 16 latent classes with regard to the number of attributes or Q-matrix 

configuration (24 = 16). Table 5 demonstrates the proportion of the 16 attribute profiles for the 

G-DINA model, in which 1s show mastery of the required attributes, and 0s indicate non-

mastery of the attributes. For example, attribute profile [1100] shows that the test taker has 

mastered the first and second attributes (e.g., lexico-grammatical knowledge (LGK) and main 
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idea (MAI)) and has not mastered the third and fourth attributes (e.g., detailed information 

(DET) and making an inference (INF)). As can be seen, the G-DINA model classified a large 

proportion of test takers into the last two latent classes, e.g., [0111] and [1111] with 

approximately 18% and 16%, respectively. Attribute profile of 𝛼1 = [0000] and 𝛼2 = [1000] 

had the third and fourth highest latent class probabilities of about 0.09 and 0.04, respectively, 

suggesting that approximately 9% of the examinees have mastered none of the required 

attributes, and about 4% have mastered only the first attribute (e.g, lexico-grammatical 

knowledge).  

 

Table 5 

Proportion of Attribute Mastery Profiles 

Latent Class Attribute Profile G-DINA 

1 0000 0.09834 

2 1000 0.04036 

3 0100 0.00000 

4 0010 0.00000 

5 0001 0.02596 

6 1100 0.00000 

7 1010 0.00000 

8 1001 0.28960 

9 0110 0.20010 

        10 0101 0.00000 

        11 0011 0.00000 

        12 1110 0.00000 

        13 1101 0.00000 

        14 1011 0.00000 

        15 0111 0.18040 

        16 1111 0.16530 

 

Table 6 depicts the classification accuracy at both attribute- and test-level. According to 

Cui, Gierl, and Chang (2012), classification accuracy indicates to what extent individuals’ 

“classification of latent classes based on the observed item response patterns agrees with their 

true latent classes” (p. 23). As can be seen in Table 6, values of classification accuracy at both 

attribute- and test-level for the G-DINA model were above 0.80, indicating a satisfactory 

classification rate (Cui et al., 2012; Effatpanah et al., 2019; Wang et al., 2015).  

 

Table 6 

Attribute- and Test-Level Accuracy 

 Attribute-level Accuracy 
Test-level Accuracy 

G-DINA 
LGK MAI DET INF 

0.8785 0.9540 0.9540 0.8835 0.8141 
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4.2. Item-level Model Fit 

The second stage of the study was conducted to investigate whether the G-DINA model 

can be substituted by reduced CDMs (e.g., DINA, DINO, ACDM, LLM, and RRUM) without 

considerable loss in model data fit for each item using the Wald test. In this stage, each item 

can choose its best-fitting model. As stated by Ma, Iaconangelo, and de la Torre (2016), the 

Wald statistic is estimated for all constrained models for each multi-attribute item and then, if 

the null hypothesis is not confirmed (p<.05), the constrained model is rejected, and the G-

DINA as a general model is selected. However, if several constrained models are retained and 

the DINA or DINO model is among the retained models, the DINA or DINO model with the 

larger p-value is chosen. But if the DINA or DINO are not retained, the constrained model with 

the largest p-value is selected. As can be seen in Table 7, among the 22 multi-attribute items, 

five items picked the DINA (e.g., 1, 5, 7, 9, and 19), five items the ACDM (e.g., 6, 8, 12, 24, 

and 25), five items the LLM (e.g., 2, 3, 4, 10, and 13), four items the G-DINA (e.g., 14, 15, 18, 

and 20), and three items the RRUM (e.g., 11, 16, and 17). 

 

Table 7 

Item-level Model Selection 

Items Attributes 
Selected 

Model 

p-

value 
Items Attributes 

Selected 

Model 

p-

value 

1 LGK-MAI DINA 0.2414 12 MAI-INF ACDM 0.2988 

2 LGK-MAI LLM 0.5762 13 MAI-INF LLM 0.8584 

3 LGK-MAI LLM 0.9964 14 LGK-MAI-

INF 

G-

DINA 

- 

4 LGK-MAI LLM 0.2768 15 LGK-MAI-

INF 

G-

DINA 

- 

5 LGK-MAI DINA 0.9054 16 MAI-INF RRUM 0.8621 

6 LGK-DET ACDM 0.9319 17 MAI-INF RRUM 0.5599 

7 LGK-DET DINA 0.8130 18 LGK-MAI-

INF 

G-

DINA 

- 

8 LGK-DET ACDM 0.7363 19 MAI-INF DINA 0.6233 

9 LGK-DET DINA 0.7925 20 LGK-MAI-

INF 

G-

DINA 

- 

10 LGK-DET LLM 0.9937 24 LGK-MAI ACDM 0.957 

11 MAI-INF RRUM 0.9889 25 DET-INF ACDM 0.375 

 

5. Discussion 

This study was carried out to explore the cognitive processes of an intermediate large-

scale English proficiency test, e.g., B1 Preliminary test, and diagnose reading ability of test 

takers based on their attribute profiles. As an important step in working with CDMs, a Q-matrix 

was developed. To identify attributes required to correctly answer reading comprehension 

items, we consulted the relevant literature on models of L2 reading comprehension and 

language ability. Three content experts were also recruited to brainstorm the required attributes. 
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In general, four attributes were specified, and an initial Q-matrix was developed. The identified 

attributes were Lexico-grammatical Knowledge (LGK), Main Idea (MAI), Detailed 

Information (DET), and Making an Inference (INF). After validating the Q-matrix through the 

procedure proposed by de la Torre and Chiu (2016), checking the mesa plot, and Heatmap plot, 

the data and the Q-matrix were subjected to analysis using the G-DINA as a general and 

saturated model. The results of absolute fit at both test- and item-level showed that the G-DINA 

model fits well to the data. The results of good fit of the G-DINA model were further supported 

by evaluating the classification accuracy. The analysis of classification accuracy showed that 

there are high values for attribute- and test-level accuracy, indicating the accurate classification 

of test takers into different latent classes.  

The analysis of attribute profile patterns revealed that the test has adequate diagnostic 

power to distinguish between masters and non-masters across all the items. The finding of this 

study is in contrast to previous studies in which flat skill mastery profiles, e.g., “master of all 

attributes” and “non-master of all attributes”, were reported as the most prevalent skill profiles 

for L2 reading comprehension, which could be due to the unidimensionality of the test or the 

existence of high correlations between attributes (Lee & Sawaki, 2009a). However, in this 

study, the test could classify test takers into different classes which is an indication of the 

significant performance difference between non-masters and masters.  

The results of the study also showed that lexico-grammatical knowledge (KGK) is the 

most difficult attribute for test takers to master, and making an inference (INF) is the easiest 

attribute followed by main idea (MAI) and detailed information (DET). Previous studies 

showed that there is a hierarchy of difficulty of the L2 reading attributes (Baghaei & Ravand, 

2015; Grabe & Stoller, 2002; Lumley, 1993; Ravand, 2016). According to Harding et al. 

(2015), “it is probably reasonable to accept that both first language and L2 reading involve a 

number of different ‘levels’ of ability” (p. 4). As Harding et al. (2015) argued, understanding 

main idea, making an inference, and understanding detailed information are considered as 

higher level attributes and lexico-grammatical knowledge is the lower level L2 reading 

comprehension attribute. Therefore, it is expected that making an inference to be difficult for 

test takers to master because it involves a higher level processing of the information in a given 

text (Grabe, 2009). However, the results of this study are in disagreement with previous studies 

because it was found that lexico-grammatical knowledge as a lower level attribute is the most 

difficult attribute. This could be due to the intermediate level of the test and test takers. The 

results of previous studies (see Ravand, 2016) were based on item responses of test takers 

obtained from advanced exams in which test takers are more likely to have more knowledge of 

vocabulary items and grammatical structures. 

Finally, the item-level model fit was also checked to examine whether the G-DINA 

model can be replaced by the constrained models for items with more than one attribute. The 

results showed that the DINA is the best model for five items (e.g., 1, 5, 7, 9, and 19), the 

ACDM for five items (e.g., 6, 8, 12, 24, and 25), the LLM for five items (e.g., 2, 3, 4, 10, and 

13), the G-DINA for four items (e.g., 14, 15, 18, and 20), and the RRUM for three items (e.g., 

11, 16, and 17). The results of this study converge with previous CDM studies on L2 reading 

comprehension indicating that the interaction of L2 reading comprehension attributes can be 
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considered as a mixture of non-compensatory and compensatory (Lee & Sawaki, 2009a; Li et 

al., 2015; Ravand, 2016; Ravand & Robitzsch, 2018; Yi, 2012).  

 

6. Conclusion 

The main purpose of this study was to explore cognitive processes or attributes involved 

in answering the reading comprehension items of the B1 Preliminary test and identify the 

strengths and weaknesses of test takers in the reading section of the test. Based on the results 

of this study, a large proportion of test takers have failed to master some attributes that underlie 

the reading performance of the B1 Preliminary test. Therefore, both test takers and instructors 

in preparatory courses could use the results of this study to adopt some strategies and use 

effective materials to reduce or remove the deficiencies.  

This study includes a few limitations which should be considered. First, the sample size 

of the current study was not very large enough to yield consistent results. Although many 

studies have shown that a small sample size has a great impact on fit statistics (Lei & Li, 2016) 

and parameter recovery of CDMs (Kunina-Habenicht et al., 2012), some researchers have 

argued that small sample sizes can better recognize the suitable CDM (Hu et al. 2016; Maydeu-

Olivares & Joe, 2014). Furthermore, a non-diagnostic test was used in this study to extract 

diagnostic information. This approach has been shown to be troublesome with regard to the 

accuracy of inferences on the examinees’ attribute mastery profiles (Jang, 2009). Lee and 

Sawaki (2009b) contend that  

“retrofitting efforts could serve as an important step in advancing cognitive 

diagnostic reading assessment research . . . it is worth examining the extent to 

which useful cognitive diagnostic information could be extracted from existing 

assessments before delving into an expensive, time consuming process of 

designing a new cognitive diagnostic test”. (p. 174) 
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