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Abstract 

The Industrial Internet of Things (IIoT) is a potential platform for developing industry 4.0 and 

its related applications, especially in cyber-physical systems. Such a new trend in 

manufacturing sectors offers further potential to optimize operations, realize business models, 

and reduce costs. Such accomplish may also lead to complex and complicated tasks; hence, to 

deal with such issues, Reference Architecture Model Industry 4.0 (RAMI 4.0) is developed to 

structure Industry 4.0. In this paper, the standardized framework is considered RAMI 4.0 and 

its integration with an IIoT software named Software Platform Embedded Systems (SPES). 

Integrating Model-Based Engineering (MBE) with a framework requires using a deep 

learning model called Recurrent Neural Network (RNN). The RNN-MBE, which optimizes 

the entire process, is responsible for optimizing the process and reducing industry costs. The 

optimization problem has been fixed, and the MBE simulation has shown that using the 

proposed MBE is efficient. 

Keywords: Model-based engineering; Recurrent neural network; Industrial Internet of Things 

(IIoT); Deep learning. 
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Introduction 

Internet of Things (IoT) refers to a network architecture in which commonplace objects are 

connected to the Internet through wireless networks. The IoT can achieve its objectives by 

putting thousands of intelligent devices in place. These devices take in information from their 

surroundings, process it according to the requirements, and then transmit it using reliable and 

secure communication channels. Recent advancements in hardware, software, and 

communication systems have significantly contributed to improving human lifestyles (Singh 

et al., 2022; Zhang et al., 2021), particularly in terms of the amount of time, energy, and 

money that may be saved.  

If an IoT concept is implemented in a business or manufacturing environment, it is 

referred to as the IIoT. The IIoT improves production processes by enabling technology in the 

workplace that is both environmentally benign and cost-effective (Mantravadi et al., 2022; 

Suthar & He, 2021).  There has been tremendous growth in the IoT sector, and numerous 

sectors are adjusting to the digital transformations that are occurring by utilizing the 

technology available through IIoT. Strong congruences and alliances of interests between 

IIoT stakeholders and those developing applications have encouraged companies worldwide 

to invest in IIoT. 

During this period of rapid technological advancement, IIoT systems' interconnectivity 

(the fourth industrial revolution) has exploded. The capability to intelligently process vast 

volumes of data is critically important for developing intelligent applications for the IIoT. 

Therefore, cognitive information processing frameworks are required to analyze massive 

amounts of data in IoT networks. Incorporating Artificial Intelligence (AI), and more 

specifically, Deep Learning (DL) techniques, into an IIoT system may prove to be extremely 

helpful (Brecher et al., 2021; Khalil et al., 2021).  

DL techniques, for instance, make it possible for the system to learn from the lessons it 

has already been taught. The characteristics and nature of an algorithm dataset and its capacity 

to self-train are all essential factors in determining how well it can learn (Binder et al., 2021). 

Choosing the correct algorithm for deep learning might be difficult because of the possibility 

of algorithm selection challenges. Consequently, it is of the utmost importance to have a solid 

understanding of the DL workflow, its implementation, and many other possibilities. The 

significance of DL can be better understood by examining recent, ground-breaking research in 

the DL applied to IoT and IIoT applications. 

Researchers carried out various research perspectives on DL-based and Industrial 

Internet of Things applications. However, the material that is now available has several 

significant shortcomings (Almadani & Mostafa, 2021). To begin with, most of these studies 

concentrated more on the theoretical aspects of DL for IIoT than the real-time application. 

Another criterion for an IIoT reference design is that it contains critical supporting 
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technologies like cloud computing and big data analytics. It is necessary because these 

technologies are essential to the functioning of the IIoT. They also offered a minimal 

explanation of the use cases of the DL algorithms for the applications of the IIoT. Because of 

this, a comprehensive analysis of DL technologies for use in IIoT applications is provided to 

circumvent the many different constraints. This paper considers the standardized framework 

named RAMI 4.0 and its integration with an IIoT software called Software Platform 

Embedded Systems (SPES). Integrating Model-Based Engineering (MBE) with a framework 

requires using a deep learning model named Recurrent Neural Network (RNN) 

Literature Review   

In recent research, applications for IoT and IIoT have been proposed by people in academia 

and industry who are adopting DL-based solutions. Some recent survey articles will be 

discussed here to illustrate the depth and scope of the research that has already been done. A 

comprehensive discussion of DL techniques and their usefulness for the study of vast amounts 

of data, with a particular emphasis on IoT applications. In addition, several of the most well-

known DL approaches and their beginnings and overall structures are dissected in great detail. 

DL techniques were also summarized in fog and cloud-based Internet of Things (Balachander 

et al., 2021).  

In the meantime, Ma et al., 2019, carried out an in-depth study to determine whether or 

not it would be possible to implement DL strategies in IoT applications. This study's primary 

objective is to demonstrate how approaches from deep learning may be applied across a range 

of business sectors, including intelligent healthcare and manufacturing. 

Deep learning (DL) has been demonstrated to help solve many issues, such as 

perspective and prediction analysis, power systems, financial time-series forecasting, and 

medical image processing (Boulila et al., 2021). Ambika, 2020, offered an in-depth 

assessment of ML and DL techniques, including their topologies as well as the influence these 

approaches have had on IIoT.  

Implementing deep learning (DL) strategies in IoT applications might prove beneficial. 

The IoT has inspired the creation of a variety of real-time applications. These apps make use 

of IoT sensors to collect data about individuals and the environments in which they live. This 

information is input into DL models, improving an application's intelligence and capability 

level (Saleem & Chishti, 2021). Various deep learning algorithms are studied for real-time 

IoT applications. The writers of the work provided a wide range of DL tools and frameworks 

so that readers would have an easier time understanding DL models (Binder et al., 2020). 
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Methodology   

In this paper, the main aim is to find a solution to the problem in industry 4.0 that uses IIoT as 

an input data acquisition tool. The block diagram of the proposed model is depicted in Figure 

1. In this regard, the proposed method is modelled as two different modules: the sensing and 

control planes. The sensing plane encompasses IoT devices, and the control plane contains the 

central RNN controller for task allocation, where RAMI 4.0 is integrated with SPES. The task 

allocated to the systems in the industry is assigned based on availability. It is carried out by 

the presence of RNN in support of the RAMI 4.0, where the SPES-MBE platform acts as a 

supporting platform to process the input data from the IIoTs.  

 

Figure 1. Block diagram of the proposed Model 

Model-Based Engineering 

This research work combines the ideas of RAMI 4.0 and SPES to produce an architecture that 

is more diverse and detailed for both existing industrial systems and those that will be 

developed in the future. Because both strategies employ a multi-layered structure, a 

connection between the two must be forged. On the other hand, it is essential to locate a 

solution that can fill in the voids that have been found. It would be beneficial to combine 

these two frameworks so that they can draw on the capabilities that each possesses when it 

comes to the creation of manufacturing at various levels of abstraction. As a result, the two 

frameworks are combined and mapped out by ISO 42010. Next, the top-down MDA 

development method is utilized to design an umbrella architecture that considers both 

frameworks' perspectives. 
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The architectural frameworks used in the various domains were initially mapped to the 

SPES framework. Nevertheless, RAMI 4.0 receives particular focus in this section because 

the approach in question is designed with the business world in mind. Because the labels of 

these two ideas suggest a straightforward one-to-one mapping between them, mapping the 

Business Layer to the Requirements Viewpoint is made to be relatively short. You can follow 

the same mapping technique when mapping the function layer with SPES' Function 

Viewpoint. On the other hand, when considering RAMI 4.0 Information and Communication 

Layer, the SPES matrix does not provide a perspective. 

Because of this, it is essential to develop a better mapping technique to interface the two 

modelling frameworks. The two RAMI 4.0 layers are mapped to one another using the 

Technical Viewpoint available in SPES. The fact that the interfaces and protocols for data 

transmission between components have a technical nature raises the question of why this is 

the case in the first place. Because it would be more challenging to acquire all of the pertinent 

information from the Technical Viewpoint, the mapping has been designed to only go in one 

direction. As a result of the Asset Layer being incorporated into this SPES viewpoint, the 

previously described process is complicated because additional information has been 

appended to the technical representation. When the Integration Layer inherits all of the AAS 

information, it becomes the Digital Twin representation with access to data from several 

perspectives. It is because the integration layer has all of the AAS information. This layer 

encompasses all RAMI 4.0 viewpoints, including the Functional Viewpoint, the Logical 

Viewpoint, and the SPES Technical Viewpoint. 

Architecture 

When describing a system architecture with ISO 42010, the first step is to provide a vantage 

point for the numerous concerns important to the various stakeholders. Therefore, the first 

thing that needs to be done is to identify the stakeholders and their problems with the 

functional architectures. The following examples are intended to serve as a concise summary 

of the results of the process. However, function developers and process engineers care more 

about a comprehensive functional description that includes inputs and outputs and their 

interrelationships. Requirements engineers are concerned with precisely formalizing them, but 

function developers and process engineers care more about a complete functional description. 

In addition, the manager's primary focus is on satisfying the customers' requirements, whereas 

the network administrator must comprehensively explain every technological component. The 

SPES framework has now defined the views; the next stage, which will allow the architectural 

theory to be realized, is to declare the model types for each viewpoint. 

Algorithm 

Step 1: Interconnect RAMI with SPES, i.e. cross-domain modelling is done by mapping a 

domain framework (industry 4.0) with SPES.  
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Step 2: Map business layers with viewpoints (requirement) for one-one transformation 

Step 3: Map functional layer with viewpoints (available) for one-one transformation 

Step 4: Disable communication and information layer 

Step 5: Map RAMI 4.0 layers with Technical Viewpoint 

Step 6: Exchange data via protocols or components 

Step 7: Map Asset layer with SPES viewpoint 

Step 8: Add additional technical representation during data communication  

Check if the scheduling is of data collected from IIoT to the target environment via RNN 

Integration  

Incorporating SPES's one-of-a-kind characteristics into RAMI Toolbox is the culmination of 

the process that combines the two systems. The traditional SPES matrix layout needs to be 

accessible to users as soon as possible. A second user interface with a step-through format, 

which can be seen in Figure 2, was developed to achieve this goal.  

Each row and column represent a different perspective and level of abstraction 

associated with the SPES. These colours represent the RAMI layers. In the Requirements 

Viewpoint, there is only a small selection of models available to address the concerns raised 

by the stakeholders. After clicking on any of the squares to ensure this occurs, the Add Model 

feature becomes visible. Both an allocate function and a decompose function are added in the 

same development phase. Consequently, it is now feasible to carry out supervised model 

modifications, as described by MDA. It launches a new tab in the browser where you may 

enter the path that connects the pieces in the Model. 

Deep Learning Model 

A directed graph that moves in chronological order is formed by the nodes that make up the 

graph of an RNN. Because of this property, it can exhibit dynamic behaviour throughout the 

period. The inputs and outputs are entirely disconnected in a typical neural network, often 

known as a CNN. In certain circumstances, past facts are required to predict the following 

word or statement accurately. As a consequence of this, it is essential to maintain a record of 

knowledge from the past. The RNN inclusion of a hidden layer can remedy this issue. A 

necessary characteristic of an RNN is its hidden state, which remembers the data's order.  

Throughout the operation, RNN is equipped with a memory that logs and catalogues all 

the information it has amassed. The parameters and information regarding the calculations 

performed are the same for all inputs and outputs. It uses the same settings and completes 

tasks on all inputs and hidden layers to produce a suitable outcome. It ensures that the work 
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will be accurate. This characteristic makes the parameters more straightforward to understand 

than those of other neural networks. 

RNNs are the most popular form of artificial neural network, but there are many other 

kinds. It can exhibit dynamic behavior throughout the period. In a typical neural network, 

there is no connection between any two of the network inputs or outputs. In certain 

circumstances, past facts are required to predict the following word or statement accurately. 

As a consequence of this, it is essential to maintain a record of knowledge from the past. The 

RNN inclusion of a hidden layer can remedy this issue.  

The capability of an RNN to recall past sequences performed by a user is among its most 

essential characteristics. The RNN is equipped with its memory, which saves all of the 

knowledge acquired due to the calculations. It uses the same settings and performs tasks on all 

inputs and hidden layers to produce a suitable output. It ensures that the work will be 

accurate. This characteristic makes the parameters more accessible to understand than those of 

other neural networks. 

This section demonstrates the functionality of RNNs by way of a straightforward 

example. The study shows that the RNN consists of one input, four hidden, and an output 

layer. The layers consist of weights and biases, and the analysis assumes the preferences (b1, 

b2, b3) and consequences over the hidden layer are w1, w2, and w3. Because none of them 

can recall what came before, they cannot cooperate.  

When this occurs, it is possible to include the weights and biases of all three hidden 

layers into a single recurrent layer. This section contains a formula that can be used to 

determine the current condition, as shown in Equations (1) and (2). 

                                                                                (1) 

Here  

ht - current state, ht-1 - previous state and xt - input state. 

With such an expression, a hyperbolic tangent activation function can now be utilized. 

                                      (2) 

Where, whh - current neuron weight and wxh - input neuron weight. 

The output can then be calculated after this expression has been applied. 

                       (3) 

Where, yt - output of each layer and why - output layer weight. 
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Results and Discussion 

During the validations, an RNN model is used for scheduling, and the modifications made to 

the implementation can be checked based on the acquired findings. A simulation is being run 

to determine whether or not there are any advantages to integrating MBE with IIoT. This 

method is evaluated and compared to the benchmarking strategy when testing the proposed 

solution for deeper learning.  

The monitoring of the input signal from the IIoT is looked to determine whether or not it 

occurs with decreased pumping activity timing and voltage. In addition to the research that 

focuses on cloud resources and IIoT source data collection, additional research investigates 

the function of cloud-IoT modelling.  

Figure 2 illustrates the computational time required for scheduling a job using RNN that 

helps optimize the entire task in the standardized RAMI 4.0 framework. An analysis of 

Figures 2a and 2b demonstrates that the optimum scheduling of jobs in the whole platform 

has improved the rate of task allocation, which has resulted in a reduction in the amount of 

time required for calculation. 

As can be seen in Figures 3a and 3b, it is seen that the RNN-MBE offers reduced cost 

for a job ($) while scheduling the appointment based on the inputs from the IIoT. The 

simulation results show that the proposed method achieves a reduced cost rate to schedule a 

task than the existing methods in the case of IoT systems. It is mainly selected to allocate the 

job in a standardized RAMI 4.0 framework by a SPES that processes the IIoT data 

acquisition. Compared to the existing methods, the solution-optimized array results in 

significantly lower operating expenses. 

 

Figure 2a. Computational Time with IoT devices 
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Figure 2b. Computational Time with IIoT devices 

 

Figure 3a. Task scheduling Cost ($) for IoT devices 
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Figure 3b. Task scheduling Cost ($) for IIoT devices 

Conclusion 

In this research, RAMI 4.0 is integrated with SPES, and this integration of MBE with RAMI 

uses an RNN. The RNN-MBE, which optimizes the entire process, is responsible for 

optimizing the process and reducing industry costs. The optimization problem has been fixed, 

and the MBE simulation has shown that using the proposed MBE is efficient. The simulation 

result shows that the proposed method achieves a higher rate of scalability in integrating this 

system with reduced cost and computational complexity. A specialized process known as 

distributed deep learning (DL) can be helpful in large-scale distributed deep learning (DL) 

activities that involve extensive training datasets and lengthy training periods. Multiple 

computational resources may be dedicated to completing a single operation to maximize 

efficiency. It is possible for numerous distributed nodes in a distributed DL to perform data 

gathering, data mining, and testing all at the same time and quickly. 

Consequently, distributed deep learning is currently considered an outstanding option for 

implementation within the Industrial Internet of Things. Nevertheless, putting it into practice 

in a clever and advanced industrial context remains a challenging problem. The most critical 

issue is finding an efficient solution to manage all the distributed computing resources.    
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