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Abstract 

Social media is a popular data source in the research community. It provides different 

opportunities to design practical applications to favor humanity and society. A significant 

amount of people consumes social media content. Thus, sometimes content promoters and 

influencers publish misleading and toxic content. Therefore, this paper proposes an unhealthy 

content filtering system using the information retrieval model SOIR to identify and remove 

poisonous content from social media. The Semantic query Optimization-based Information 

Retrieval (SOIR) uses Fuzzy C Means (FCM) clustering to produce a particular data structure. 

To incorporate a query generation technique for the generation of multiple queries to increase 

the probability of correct outcomes. The SOIR model is modified in this work to utilize the 

model with the social media toxic content filtering model. The model uses linguistic and 

semantically information to craft new feature sets. The Part of Speech (POS) tagging is used 

to construct the linguistic feature. Finally, the pattern-matching algorithm is designed to 

classify the tweets as toxic or nontoxic. Based on lexical and semantic analysis of similar 

semantic queries (Tweets), it is identified with the class labels of the tweets. Twitter text posts 

are used to create training and test samples in this context. Here, a total of 2002 tweets are 

used for the experiment. The experimental study has been carried out with the different I.R. 

models (K-NN, Cosine) based on precision, recall, and F1-Score demonstrating the 

superiority of the proposed classification model. 

Keywords: Text Mining; Semantic Knowledge; Information Retrieval; Sentiment Analysis; 

Lexical Pattern Analysis. 
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Introduction 

Information Retrieval (I.R.) is a technique to locate precise information in different data 

formats, i.e., text, image, video, and others. Among these data formats, the reader has a 

significant contribution. Thus, in the presented work, Text information retrieval is the critical 

study area. The text I.R. models use text mining techniques. Text mining techniques are data 

mining algorithms employed to recover user query relevance information (Agarwal, 2013). 

The I.R. model contains three key components: User query, Query processor, and generation 

of outcomes (Wang et al., 2017). However, the deficiency of these components can impact the 

performance of information retrievals, such as lack of user query keywords, inappropriate 

keyword selection, lack of similar data, ranking of results, and others (Bergamaschi et al., 

2010). 

In this context, an I.R. model has recently been presented to optimize user input queries 

for accurate content extraction with less time complexity. The model is named Semantic 

query Optimization-based Information Retrieval (SOIR). This I.R. model incorporates query 

optimization and an FCM clustering technique. The experimental results indicate the 

performance of the SOIR is better than previous models (Chalal, 2016). However, there are 

various classical application areas of the I.R. systems. Beyond these applications, the I.R. 

model can also be applied for pattern recognition. In this context, the proposed work is 

extended to harmful social media content filtering (Bohra et al., 2018). 

The papers may be dissimilar from each other and may have different lengths and 

subjects of data. It may also consist of a significant amount of noise and unwanted content. 

Therefore, preprocessing is used to improve data quality and reduce noise. Two data 

preprocessing steps were adopted (1) Removal of stop words and (2) Removal of special 

characters. Thus, we have prepared two lists first contains the stop words (i.e. That, her, we), 

and the second list contains special characters (i.e., "," "@"). The algorithm replaces all the 

listed contents from the input documents. This paper proposes an extension of the SOIR 

model, which will be used for classifying the toxic contents of social media posts. This model 

is a promising technique for handling negative tweets from social media using lexical pattern 

analysis and semantical pattern analysis (Jianqiang & Xiaolin, 2017). 
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Literature Review   

The rising technology is responsible for improvements in the existing systems. This section 

provides a discussion about the SOIR model. The main aim is to improve the I.R. model in 

terms of considerable running time. Due to a large amount of text data in the database and the 

lack of practical techniques, a significant amount of time is required to locate the information 

(Pasquier et al., 2020). The large domain of documents (the documents available in the 

database) available is not necessarily similar in category and contents. The selection of query 

keywords is also not appropriate. Most of the time, users utilize irrelevant keywords to find 

the required information. Thus, we need to optimize search query keywords. However, the 

document length is not similar, and the contents are also not identical. The feature selection 

reduces data dimensions and speeds up the search process. It also reduces memory and time 

consumption. Thus, the Term Frequency – Inverted Document Frequency (TF-IDF) is used 

for document feature selection (Nafis & Awang, 2021). 

The TF-IDF is used to compute the weight W of all the extracted features. Using W, the 

essential tokens for a document have been identified. But the tickets from the papers are 

different in length. Therefore, the fixed size of the feature vector is created and limited to 30 

tokens as the maximum vector size (Onan & Toçoğlu, 2021). Further, the Fuzzy C Means 

(FCM) clustering is used to categorize training feature vectors in their subjective categories 

available in document storage (Fotovatikhah et al., 2018). Based on membership values, the 

partitions are made. After clustering, the training features are grouped to their content and 

similar subjects. The clustering results in a well-organized list of features which can be 

defined as given in Equation (1): 

                                       (1) 

Where F is the feature set,    is the file name or index,         is the list of keywords, 

and C is the class name or subject. The training feature vector F is stored in a database. This 

structured data feature is also helpful for efficient data retrieval. On the other hand, the SOIR 

system accepts the user query keywords to find the information. Therefore, the user query is 

transformed into a vector. User query Q can be a set of keywords as mentioned in Equation 

(2): 

                          (2) 

A set of questions is prepared using synonyms to optimize the user query. Thus, an 

additional data table containing the keywords and relevant synonyms is ready (Yassine et al., 

2022). This synonyms database is named     . In this algorithm, the query keywords are 

twisted multiple times to generate new queries using similar semantic words using     . The 

different search query increases the chances of finding accurate data. After generating 

multiple user queries, the search is performed. The search process is developed based on the 
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k-Nearest Neighbour (k-NN) algorithm (Irfan et al., 2018; Matcha et al., 2019). The k-NN 

algorithm finds the distance between each query string and the training feature   . The 

distance between the query and data less than 0.25 is counted as the result. A comparative 

performance study has also been performed to justify SOIR with the Cosine similarity-based 

technique and k-NN-based I.R. model (Kreiss, & McGregor, 2019; Xu et al., 2015). 

Methodology 

Text data is essential and can be used for communication with individuals and targeted 

audiences. In this context, private communication between individuals can be done through 

any messaging application. But when people want to target a significant amount of people to 

communicate something, they use public platforms to spare or publish the content. Moreover, 

not all the publishers of content are legitimately using social media. Therefore, the essential 

modifications are made based on user query optimization and domain categorization. In 

addition, a semantic data model is prepared to recognize similar semantic words to optimize 

the user query. The proposed SOIR model is demonstrated in two major parts, i.e., training 

and information retrieval. The SOIR technique is shown in Figure 1, which consists of the 

data stored in an unstructured format. This storage contains documents in raw form. After the 

search process, the records are produced from this storage. 

Some nonsocial elements also utilize these platforms to execute propaganda, social hate, 

pornographic content, or misleading news. Therefore, to keep the social media surrounding 

clean, we need an accurate model to identify these kinds of posts or content from social 

media. The precision, Recall, and F-Score is calculated for this purpose. The measured mean 

performance parameters are visualized using a bar graph in Figure 2. Here the x-axis of this 

graph shows the parameter measured, and the y-axis shows the algorithms' precision, recall, 

and F-Score. Additionally, the detailed experimental observations with the different scenarios 

are given in Table 1. The SOIR is an extension of the recently introduced k-NN-based I.R. 

system. According to the results, the precision (accuracy) of the approach enhances the 

learning size of data, but SOIR provides more precise results. 
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Figure 1. Flowchart of the proposed SOIR model 

Similarly, the SOIR recall shows improved outcomes compared to previously offered 

techniques. Here for measuring performance, we also used F-score, which is used to represent 

the tread-off between precision and recall. According to the observed performance, the SOIR 

model performs much more accurately than our previously proposed model. 

 

Figure 2. Mean performance of SOIR 
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Table 1. Performance evaluation of SOIR-based technique 

S. 

No. 
Dataset size Algorithms Precision Recall F-Score 

1 

Data Mining (10) 

Image Processing (10) 

20 total 

Cosine based 0.6 0.73 0.646 

k-NN Based 0.67 0.7 0.652 

SOIR 0.72 0.74 0.729 

2 

Data Mining (15) 

Image Processing (15) 

Big Data (10) 

40 total 

Cosine based 0.68 0.77 0.704 

k-NN Based 0.74 0.73 0.748 

SOIR 0.78 0.79 0.784 

3 

Data Mining (15) 

Image Processing (15) 

Big Data (15) 

Cloud Computing (15) 

60 total 

Cosine based 0.73 0.78 0.739 

k-NN Based 0.78 0.75 0.775 

SOIR 0.83 0.82 0.8249 

4 

Data Mining (20) 

Image Processing (20) 

Big Data (20) 

Cloud Computing (20) 

Data security (20) 

100 total 

Cosine based 0.77 0.83 0.774 

k-NN Based 0.82 0.78 0.824 

SOIR 0.87 0.86 0.8649 

5 

Data Mining (30) 

Image Processing (30) 

Big Data (30) 

Cloud Computing (30) 

Data security (30) 

150 total 

Cosine based 0.80 0.82 0.794 

k-NN Based 0.88 0.79 0.847 

SOIR 0.89 0.89 0.89 

6 

Data Mining (50) 

Image Processing (50) 

Big Data (50) 

Cloud Computing (50) 

Data security (50) 

250 total 

Cosine based 0.82 0.88 0.824 

k-NN Based 0.90 0.83 0.887 

SOIR 0.94 0.94 0.94 

7 

Data Mining (100) 

Image Processing (100) 

Big Data (100) 

Cloud Computing (100) 

Data security (100) 

500 total 

Cosine based 0.85 0.91 0.854 

k-NN Based 0.92 0.86 0.912 

SOIR 0.96 0.97 0.964 

 

However, many of us formulate the toxic content classification problem in a supervised 

manner. Still, this work utilizes an information retrieval model for classifying social media 

content into regular or harmful class labels. This work is motivated by a recent contribution. 

The author provides a Hierarchical classification of emotional class labels. Using this 

classification, the category of a post into toxic or nontoxic contents of social media data needs 

to identify the negative emotions hidden in a social media post. The negative emotions are 

summarized in Table 2. The table consists of Emotion classes and the relevant flow of 

emotions with the associated emotional courses. According to the Table 2, we need to learn 

critical classes and their subclasses to identify the toxic contents of social media tweets. 
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Table 2. Emotion classes 

Emotions Contains 

Distressed Sad, Disappointed, Guilty, Missed 

Surprised Surprised 

Fearful Panic, Frightened, Shy 

Angry Angry 

Disgusted Dissatisfied, Annoyed, Doubtful, Hateful 

 

In Table 2, there are mainly five emotional classes in negative subjects. Additionally, 

each negative course consists of its subclasses. Therefore, this is a multiclass classification 

problem in supervised learning, and to solve this problem by using the SOIR-based model. 

The Training process of the proposed model is given in Figure 3. 

Training Samples: To train the proposed model, several sentiment-based tweeter 

datasets, but none of them contains the required classes and subclasses. Therefore, we have 

downloaded more than 3329 tweets from Twitter social media. Additionally, the tweets are 

categorized manually into their sentiment classes. Table 3 contains the emotional courses and 

the number of tweets available in each category of the training sample. 

 

Figure 3. The proposed training models 
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Table 3. Training samples 

S. No. Labels No of tweets 

1 Sad 72 

2 Disappointed 69 

3 Guilty 108 

4 Missed 67 

5 Surprised 143 

6 Panic 102 

7 Frightened 127 

8 Shy 151 

9 Angry 207 

10 Dissatisfied 159 

11 Annoyed 197 

12 Doubtful 247 

13 Hateful 353 

Total 2002 

 

Data Preprocessing:  Preprocessing is essential in machine learning and data mining. The 

main aim of preprocessing is to enhance the information in the content and reduce the amount 

of noisy content. The following three preprocessing steps have been applied to clean the 

social media data. 

• Remove tags and has tag-based content targets  

• Remove other special characters 

• Remove stop words  

However, tweets on social media have a limited number of words (these contents are also 

known as micro-blogs), and the employment of preprocessing reduces the content 

significantly.   

POS Tagging: POS Tagging is also known as part of speech tagging of the data. This may 

help us to understand the linguistic structure of the data. Based on the NLP, POS tags the 

fixed features prepared with their sentiment class labels. 

TF-IDF-based features: Now, all the tweets are processed for measuring the TF-IDF. The 

TF-IDF is further converted into weights. The top 20 higher weighted tokens from the tweets 

are picked and used for representing the tweets. During this step, we found that some tweets 

that do not contain 20 keywords are also available. Thus, we extend the tweets using a temp 

string to complete their length. 
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Table 4. NLP feature map 

S. 

N

o. 

Labels NN PRP VB ADV ADJ CC POS 

1 Sad    
        

       
        

        
       

        
    

2 
Disappoin

ted 
   

            
     

            
    

            
     

            
     

            
    

            
     

            
 

3 Guilty      
           

          
           

           
          

           
       

4 Missed      
           

          
           

           
          

           
       

5 Surprised      
              

             
              

              
             

              
          

6 Panic      
          

         
          

          
         

          
      

7 
Frightene

d 
     

               
              

               
               

              
               

           

8 Shy    
        

       
        

        
       

        
    

9 Angry      
          

         
          

          
         

          
      

10 
Dissatisfi

ed 
   

                 
                

                 
                 

                
                 

             

11 Annoyed    
            

           
            

            
           

            
        

12 Doubtful    
             

            
             

             
            

             
         

13 Hateful    
            

           
            

            
           

            
        

Combining features: This method creates a threshold for identifying the different patterns. 

To prepare thresholds, we group the tweet's POS tags in their class labels. Here, 13 classes 

and 13 groups of tweets are used. Each tweet has been summarized in 7 features, as 

demonstrated in Table 4. Thus, seven different thresholds were created for each segment and 

each group. In the first step, compute the mean of the feature of the target group using the 

following Equation: 

   
 

 
∑   

 
               (3) 

Where    is the mean value of the particular feature, N total number of samples in the 

group. 

After measuring the mean value, the distance from each point the group feature for 

measuring the limit is calculated using Equation (4). 

   
 

 
∑        

 
              (4) 

Thus, the threshold of the particular feature of the above Equation can be modified as 

follows: 

  
                       (5) 
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Therefore, 13 groups and seven features are grouped from each group. Thus, 13*7 =91 

parts have to be created, as demonstrated in Table 4. The feature map F.M. is used to classify 

actual tweets for identifying lexical information. To understand the threshold computation, 

compute the threshold for group sad and feature N.N. Thus, first, add all 72 instances of N.N. 

in Sad labelled data. 

Further, 72 from the sum is divided into N.N. values. These results mean the value of the 

N.N. feature for the Sad group. Additionally, compute the mean of the difference from the 

mean value and return the threshold value after measuring the threshold for all the groups and 

features. Ninety-one feature maps are used to identify the harmful contents' linguistic 

structure. After that, a feature vector is created for the TF-IDF-based part extracted 

component.  

FCM clustering: Here, FCM clustering helps us create the dictionary learning system. 

We are not using the entire FCM algorithm. We are just using the membership function of 

FCM for preparing the dictionary. The membership between data instance   and centroid j is 

measured using Equation (6): 

     
 

∑ (
    

    
)

 
    

   

            (6) 

The following algorithm is used for preparing the dictionary. According to the given process 

in able 5, the group-based or emotion label-based data is being processed. In this context, a 

random tweet is selected first from each group. This tweet is tokenized and inserted into the 

dictionary D with the TF-IDF weight. The TF-IDF can be measured using the below 

Equation: 

                    (7) 

In the next step, one by one, each tweet in the group is taken and tokenized. Now, if a 

token exists in the dictionary, then we update the token's weight using the below-given 

Equation. And if the ticket is unavailable, we insert it in the dictionary with its associated TF-

IDF weights. To compute the updated weight, the following Equation will be used: 

                                        (8) 

The      is the membership between the previous and new weight for the particular token. 

Preserved Clustered data: The group-based prepared dictionaries are preserved in a 

database table for future use during classification. After completing the learning model, it is 

ready to classify the new tweets. Thus, a test dataset is also created. This test dataset is used 

for the validation of the model. To classify real-world tweets, design the following model for 

testing as given in Figure 4. 
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Test Samples: Some tweet samples need to be tested to validate this model. In this 

context, 50% of training samples and 50% of new tweets from Twitter have been used. 

Preprocessing Data: The test samples are preprocessed in this step in a similar manner as 

described in the training set of the model. 

POS Tagging: The similar NLP parser discussed in the training set has been used for tagging 

and preparing a set of 7 features. 

POS-Based Pattern Matching: The tagged feature vector    is used to compare with the 

thresholds as given in table 5. Additionally, the following algorithm matches the linguistic 

information pattern, as shown in Table 6. 

Table 5. Dictionary learning 

Input: label-based Grouped Data    

Output: dictionary features D 

Process: 

   (           ) 

                   (  ) 

   (           ) 

  (    ) 

        (   ) 

     (     ) 

[              ]            () 

   (           ) 

         (              ) 

        

Else 

     (     ) 

[              ]            () 

   (           ) 

  (          (      )) 

         (                 ) 

     

         (              ) 

       

        

End if 

        

        

Return D 
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Table 6. Pattern Matching Algorithm 

Input: tagged feature vector   , the feature map    

Output: best-matched pattern B 

Process: 

   (                     ) 

[     ]      

   (                     ) 

                

                

  (  (   )                 (   )) 

         

End if 

End for 

End for 

              (     ) 

Return                   

 

POS-Based Decision: The above-given algorithm is used for both of the things- pattern 

matching and decision making. Here the mean value   of the threshold and limit   are used 

for computing the upper threshold     and lower threshold     . The patterns between these 

limits compute the distance among queried tweets. POS tag feature and all the features 

threshold are given here as feature map F.M. Finally, the higher matched value-based class 

label is predicted as a decision. 

Tokenize tweet: After lexical pattern-based decision-making, we use the semantics for 

categorizing a tweet as a final class label. Thus, the tweets are tokenized to get all the tokens 

in a tweet.  

Regenerate tweet: As demonstrated in SOIR, a similar method is used to regenerate the 

tweets. Using the described query recreation process, we construct a different combination of 

keywords. Let us have a tweet such that: 

                           (9) 

After the processing regeneration process, the following Equation is obtained 

      {

                    

                   

                   

        (10) 
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Figure 4. Proposed classification system 

Preserved Dictionaries: After preparing the set of similar keyword tokens, we utilize the 

trained model, which contains the keywords and relevant weights for all the sentiment class 

labels. This can be defined as: 

     {

    [         ] [         ]    [         ] 

    [         ] [         ]    [         ] 

    [         ] [         ]    [         ] 

     (11) 

Compute DGM: This function generates a virtual directed graph to find a weight matrix used 

for decision-making. The matrix in the form of a graph model describes the association of a 

tweet with the given sentiment dictionary. In this context, an algorithm is developed to get the 

class label of the tweet, as shown in Table 7. 

Table 7. DGM-based classification 

Input: a set of semantically similar tweets      , trained dictionary model      

Output: Class label C 

Process: 

1.    (           ) 

a.    (           ) 

i.   (           (     )) 

1.              
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ii.        

b.         

c.     
  

 
 

2. End for 

3.            (   )            
4. Return C 

 

DGM decision: The above-given algorithm searches each word in the dictionary, and the 

relevant weights are aggregated for each dictionary. The more excellent value of these 

weights is used as the final sentiment label for the DGM model.  

Weighted decision: Now, we have two decisions from two different approaches. To make a 

final decision, we provide a function that helps us decide. 

 (   )  {
                                               
                                 

      (12) 

Results and Discussion 

Finally, Class label C belongs to shy, panic, sad, and guilty, then we label the tweet as 

nontoxic; if C returns other than these mentioned labels, the tweet is toxic. This section 

provides the formulation of the proposed social media toxic content filtering model using the 

SOIR extension. The following section provides a comparative performance study between 

the DGM-based and previously introduced models. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Comparative Performance Study of Implemented Techniques (A) Precision, (B) Recall, 

(C) F-Score, (D) Time consumption 



Social Media Toxic Content Filtering System using SOIR Model 92 

 

The proposed working model for information retrieval is evaluated in this section; the 

model classifies the social media text accurately for identifying the harmful content from the 

tweets using the Directional Graph Model-based Information Retrieval concept. Thus, 

different performance parameters are measured and reported in this section. Figure 5(A) 

shows the precision of all four techniques used to classify social media posts for increasing 

data. Different variants of datasets are prepared for training and testing. Precision indicates 

the accuracy of the pattern identification model. According to the results from the 

implemented techniques, the proposed Directed Graph Model (DGM) shows better accuracy 

than other given models. Similarly, the recall of all the methods has been measured and 

reported in Figure 5(B). 

The given Figure demonstrates the performance of the implemented toxic content 

identification techniques. According to the obtained version of the model, we can see the 

proposed DGM-based approach performs more accurately than the other implemented 

models. But the conclusion can be made using the F1 score. Therefore, the proposed work 

also measures the performance of the models in terms of the F1-score. The F1 score of the 

techniques is given in Figure 5(C). 

According to the performance of the models in terms of the F1-score, the SOIR and 

DGM technique provides more accurate results than other traditional I.R. models. However, 

the DGM performance is higher than SOIR, but the performance of SOIR is much more 

consistent than the DGM model. The following effective performance parameter is time 

consumption. The required time for training is measured and reported in Figure 5(D) for all 

the algorithms. The time requirements of the training algorithms have been measured in 

milliseconds. The x-axis of this diagram contains the training sample size, and the y-axis 

shows the time consumed. According to the measured results, the cosine-based and k-NN-

based techniques are the winners. Additionally, the training of the other two models uses 

significant training time. But this model takes much less time to decide during the social 

media text classification. 

Conclusion 

In this research, the information retrieval framework has been used to classify social media 

text. The proposed social media toxic content classification model extends the recently 

introduced I.R. model, namely SOIR. Thus, the paper includes the introduction of the SOIR 

model for retrieving text. Further, the methodology for developing the model is presented, 

which involves the Directed Graph Model (DGM) during the model's training. The main 

advantage of this model is that we can preserve the previously trained model for future use. 

After implementation, the model is compared with similar recently introduced models. The 

model's performance replicates the efficient and accurate modelling of identifying toxic 

tweets from social media. The proposed work will be extended further to improve the model's 

accuracy.  
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