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A B S T R A CT  

In computer networks, introducing an intrusion detection system with high precision and accuracy is considered vital. In this 

article, a proposed model using a deep learning algorithm is presented and its results are analyzed. To evaluate the performance 

of this algorithm, NSL-KDD, CIC-IDS 2018, UNSW-NB15 and MQTT datasets have been used. The evaluation criteria include 

precision, accuracy, F1 score, and, readability. The new approach uses a hybrid algorithm that includes a convolutional neural 

network (CNN) to extract general features and long-short-term memory (LSTM) to extract periodic features that are in the form 

of a layer. are cross-connected, it is introduced to detect penetration. This algorithm showed the highest known accuracy of 99% 

on the NSL-KDD dataset.  It has reached 97% in all criteria in UNSW-NB15, 96% in all criteria in CIC-IDS 2018, and also, in 

MQTT for three abstraction levels of features, i.e. packet-based flow features, unidirectional flow, and The two-way flow has 

reached above 97%, which shows the superiority of this algorithm. 

Keywords: Internet of Things, Intrusion Detection System, Hybrid System, Deep Learning Introduction. 
 

1. Introduction 

Attacks and intrusions on computer networks have 
increased significantly along with the growth of these 
networks. To deal with intruders to networks and computer 
systems, several methods were developed, which are called 
intrusion detection methods. The purpose of the intrusion 
detection process is to identify unauthorized uses, abuses, and 
possible damages to computer systems and networks. In 
general, intrusion detection methods are divided into two main 
categories: detection of abuse (signature) and detection of 
abnormal behavior (anomaly) [1]. The signature detection 
method works based on the pattern of known intrusions. In this 
method, the intrusion detection problem is transformed into a 
classification problem and detects intrusion. One of the 
problems of intrusion detection systems based on signature is 
recognizing a normal behavior as a wrong behavior. The 
meaning of false alarm is a warning that is announced by the 
intrusion detection system when the attack does not occur [2]. 
The existence of a false alarm, even at a low level, if the normal 
traffic load of the network is high, causes numerous and boring 
alarms, for this reason, the false alarm generation rate by an 
intrusion detection system should be as low as possible. Of 
course, it is important to mention that keeping the rate low 
reduces the system's ability to detect attacks. In other words, a 
balance should be established between high detection accuracy 
and low false alarm rate [3]. Abnormality detection should 
identify normal behaviors and implement specific patterns and 
rules for them. In this method, the identification of unknown 
attacks is based on the user's profile, and the drawback of this 
method is the high rate of false alarms [4]. IDS tools are 
divided into two groups based on the host and based on the 
network from the perspective of the monitoring environment. 
A host-based system is a method of detecting malicious 
activity on a computer that can identify unauthorized objects 
that cannot be detected by other categories. In the network- 

 

based method, everyone monitors the network and controls 
network traffic to detect intrusion [5]. This research has tried 
to identify redundant and less effective features in the detection 
of each attack while examining and analyzing the datasets 
statistically. Therefore, this study has been done to detect 
intrusion in the network and to achieve this goal, a deep 
learning method has been used. In the second part, we will 
review the past works, in the third part, we will review the 
materials and methods, in the fourth part, we will review the 
results of the implementation, and finally, the results of this 
research. 

2. Related Work 

The first study presented about the necessity of automatic 
system security inspection dates back to 1980 [6] [From 1984 
to 1986, Neumann Peter and Denning Dorothy conducted 
research in the field of computer system security, and the 
system The result was named IDES[7]. The idea proposed in 
this project has been used as the basis of many penetration 
systems. Khan et al[8] developed a convolutional neural 
network, which used the ISCX-UNB dataset. The authors 
achieved a precision of 97.29 and a false alarm of 71.0. 
Ammar[9] used LSTM on UNB-ISCX with 97% precision, a 
22% drop, and a 1.47% false alarm rate. In Ganavan et al.'s 
model [10], data training is done in a new way, in this method, 
algorithms are defined to analyze the increase in training time. 
In the article[11], they used the combination of genetic 
algorithm and fuzzy logic to detect the abnormality of the 
network. A genetic algorithm is used to create a digital 
signature using network traversal and fuzzy logic is used to 
identify whether a sample is abnormal or not. Yin et al[12] 
improved RNN for intrusion detection on NSL-KDD data and 
showed 97% precision and 1765 time. Kim et al[6] used CNN 
to detect DoS attacks, achieving 99% precision for KDD99 
data and 91.5% precision for IDS2018 data. Nguyen and Kim 
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[13] experimented with CNN with a genetic combination of 
NSL-KDD data. In this method, unauthorized activities with 
98.2% precision, FPR value equal to 0.52%, and TFR value 
equal to 95.44% were obtained from the implementation of the 
algorithm. Altobiti et al[7] achieved 85% precision from the 
LSTM algorithm with the  CI-DDS dataset. Vinayakumar Ravi 
[14] proposed a model that extracts recurrent features and uses 
KPCA to discover useful features. Specifically, the method in 
this paper has demonstrated an accuracy of 94% using the 
SDN-IoT dataset. Tanzila[15] presents a CNN-based approach 
that takes advantage of the power of the Internet of Things and 
provides qualities to efficiently survey the entire traffic across 
the Internet of Things. The model is tested using NID and BoT-
IoT datasets. It has reached 96.51% accuracy for NID data and 
92.85% accuracy for BoT-IoT data. 

3. Methodology 

Our proposed model in this paper is CNN+LSTM, which 
uses convolution features for intrusion detection and LSTM to 
extract data from network flow. The purpose of the proposed 
model is to combine the features using CNN+LSTM so that we 
can extract the data that have a lot of attachment to the previous 
data so that we can increase the evaluation parameters such as 
accuracy with this method. 

3.1. Dataset 

Almost all IDS algorithms work well only for specific data 
sets while they do not work well for other data sets. Therefore, 
in this work, four public datasets will be used to test the 
proposed CNN+LSTM algorithm. 

NSL-KDD is a dataset proposed to solve some of the 
problems inherent in the KDD'99 dataset. Since KDD99 has 
duplicate entries, researchers in 2009 improved NSL-KDD as 
an alternative to KDD99.  NSL-KDD includes 10 basic 
features, 12 content, and 19 traffic features [16]. 

CIC-IDS 2018 is a popular dataset in the field of intrusion 
detection. This dataset is developed using the AWS platform. 
In this dataset, several attacks are displayed that can be used in 
the field of security and applied in a general approach to 
network topologies and protocols. This dataset has been 
enhanced according to IDS2017 standards. The CSE-CIC 
IDS2018 dataset is available to all researchers over the Internet 
in both CSV and PCAP formats. This data with approximately 
5 million records has 1048575 samples and 80 features, which 
has binary and multi-class mode [17]. 

UNSW–NB15 dataset generated normal and attack 
behaviors of network traffic using the Perfect Storm tool. This 
data has used two servers in the IXIA traffic generation tool, 
where one server creates normal activities and the other creates 
malicious activities in the network. The UNSW-NB15 dataset 
contains 42 features with class labels and 9 different attacks 
named [18]. 

MQTT dataset: In this data, five scenarios are recorded, 
which include normal operations and four attack scenarios.  
Five scenarios are recorded in this data, which include normal 
operations and four attack scenarios. The data is obtained using 
the TCP-dump function. The attacker performs four attacks 
Scan A, Scan sU, Sparta, and brute force, each of which is 
analyzed separately. It evaluates three abstract levels of 
features, namely, packet-based features, unidirectional-based 
features, and bidirectional-based features. become [19]. 

3.2. Pre-processing 

Preprocessing includes data adjustment and normalization. 
In the original data set, the values are of different types. In deep 
learning, the data must be numeric for preparation, some 
features are strings that cannot be processed. Likewise, some 
values may not fall within the specified range due to different 
representations. Some features are too different and are not 
suitable for the final classification of intrusion detection, 
normalization, and feature processing [20], in this section, as 
shown in Figure 1, with the methods of Cleaning, Feature 
Filtering, OHE, and We normalizing and trying to reduce these 
problems. For cleaning, we used Python libraries and functions 
to examine the dataset. Boolean returns two values, true or 
false. True means data loss and false means data are clean. 
There were records in the dataset that needed to be purged first. 
For this purpose, we removed all unclear and empty samples. 
If a data set has features that cannot affect the model, we 
should remove those features. Because it creates too much fit 
and lack of fit, which prolongs the time of the model and 
reduces the performance of the system. Feature selection is a 
method of removing useless features from a dataset. The main 
purpose of feature selection has been to avoid overfitting and 
lack of fit, improve efficiency, reduce learning time, and 
increase model response time. We apply the OHE function to 
convert symbolic features into numeric vectors to represent 
integers. The dataset contains numeric attributes and some 
non-numeric attributes such as protocol type. Non-numeric 
features such as service and flag must be converted to numeric 
features, so that the model input is in the form of a numeric 
matrix. The class attribute is also labeled as a numeric type, 
which we consider to be zero for Normal and one for Attack. 
After one-hot, numerical properties are enhanced if values are 
applied. To reduce the effect of large features, the 
normalization method is used in such a way that the features in 
the data set should be in the [0,1] range. The normalization 
method is stated in Equ.(1). 

 
Figure. 1. Show the preprocessing of the dataset 
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  x =
X−MIN

MAX−MIN
            (1) 

3.3. Deep Learning 

Deep learning is a type of machine learning and artificial 
intelligence that actually mimics the way the human mind 
learns a certain subject. This type of learning is one of the 
important elements in data science, which includes statistics 
and predictive modeling. for by example, Deep learning is a 
key technology behind driverless cars, enabling them to 
recognize a stop sign or to distinguish a pedestrian from a 
lamppost[21]. Deep learning consists of three categories. The 
first type is supervised learning, which is used to extract 
features, which are presented to machine learning methods to 
perform tasks such as classification and recognition. The 
second type is unsupervised feature learning, which only 
depends on extracting useful features from the whole model 
[22-23]. The third is a compound to enhance the training of 
neural networks [24]. The main purpose of deep learning 
algorithms is feature learning and classification. Table 1 shows 
the Benefits and challenges of deep learning. 

A convolutional neural network (CNN or ConvNet) is a 
network architecture for deep learning that learns directly from 
data. CNN's are particularly useful for finding patterns in 
images to recognize objects, classes, and categories. They can 
also be quite effective for classifying audio, time series, and 
signal data. Different from traditional neural networks, 
convolutional neural networks share the weights in the 
convolution layer, which greatly reduces the weights and 
improves the performance. A typical convolutional neural 
network mainly consists of the  input layer, convolution layer, 
pooling layer, and fully connected layer [25]. 

LSTM stands for long short-term memory networks, used 
in the field of Deep Learning. It is a variety of recurrent neural 
networks (RNNs) that are capable of learning long-term 
dependencies, especially in sequence prediction problems. 
LSTM is a special type of RNN network that solves the long-
term memory problem of RNN. This network has internal 
mechanisms called gates that control information flows and 
determine which data in the sequence are important and should 
be preserved and which data should be deleted. In this way, the 
network passes important information along the sequence 
chain to get the desired output [26]. 

3.4. Suggested Method 

The proposed method consists of three main phases., in the 
first phase, pre-processing is the normalization of the data set 
to prepare and standardize the data. In the next step, the 
processed data are given as input to the deep learning network 
in the proposed method so that feature extraction and 
classification can be done on them. The proposed method is an 
algorithm based on the integration of the mutual features of 
CNN and LSTM layers. This model consists of CNN 
components with 32 dimensions and LSTM with 100 neurons 
that are connected. The CNN component extracts global 
features, while the LSTM component extracts periodic 
features. After the extracted features are mixed together, 
abnormal information is detected. This algorithm mixes the 
features of CNN and LSTM, so it shows good performance in 
detecting attacks. The third phase is classification, based on a 
training set, the system learns to divide the data into correct 
groups with the least error. The training set contains data 
whose categories are known, each pattern or category has a 

label, and data with the same target label are placed in a group. 
The classification process has two phases, training and testing. 
In this work, we select about 70% of the data in the dataset as 
training data and 30% of the remaining data for testing and 
validation. Figure 2 shows the proposed hybrid architecture 
and Table 2 shows the proposed network parameters. Also, in 
Figure 3, the proposed method is shown as an example for the 
UNSW–NB15 dataset with ten classes. 

 

Figure. 2. Proposed hybrid architecture 

 

Figure. 3. the proposed method for the UNSW–NB15 
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4. Experimental Results 

In this section, we present the tests performed and the 
simulation results obtained from the implementation of the 
CNN+LSTM model by applying different types of running 
parameters. Regarding the datasets, NSL-KDD, CSECIC-IDS 
2018, UNSW-NB15, and MQTT datasets were selected as our 
training and testing benchmark datasets. In evaluating the 
performance of deep learning algorithms based on various 
criteria, most researchers focused on accuracy as the primary 
criterion, while the improvement of the intrusion detection 
system depends on accuracy, detection, and classification. 

4.1. Performance Metrics 

In this layered model, the confusion matrix, which is a 
method to evaluate the classification results, is used, which 
includes information about the actual output. The following 
evaluation criteria are used in this article. 

True positive (TP) Attack data that is correctly classified 
as an attack. 

True negative (TN) normal data that is correctly classified 
as normal. 

False positive (FP) Normal data that is wrongly classified 
as an attack. 

False negative (FN) Attack data that is wrongly classified 
as normal[30]. 

If the attack is classified as a normal record, the attackers 
manage to bypass the ids, then there are problems with the 
confidentiality and availability of network resources. The 
arrangement of the confusion matrix is shown in Table 3. [31]. 

4.2. Evaluation of the IDS System 

In this section, we will show the results of the CNN+LSTM 
architecture simulation in the TensorFlow platform with 30 
test periods and a learning rate of 0.005. For this purpose, 
evaluation criteria including precision, accuracy, F1 score, and 
readability were used, which will be displayed on the 
confusion matrix. Table 4 shows the clutter matrix for the 
NSL-KDD dataset, which achieved 99% in all criteria. Figure 
4 shows the distribution of the CSE-CIC 2018 data set and 
Table 5 shows the confusion matrix of this data set for three 
classes: Benign, FTP, and SSH. Tables 6, 7 and 8 are the 
confusion matrix related to the MQTT dataset and for three 
features and 5 classes of this dataset, we reached acceptable 
and high results of 97%. The results of this simulation are 
shown in Tables 9 and 10. Figure 5 shows the confusion matrix 
of the UNSW-NB15 dataset for 10 attack classes, which 
reached 97% in all parameters. Also, we implemented some 
other AI algorithms on the UNSW-NB15 dataset and found out 
our proposed model showed the best results in all parameters. 
We showed the result of this implementation in Figure 6. 

5. Conclusions and Outlook 

The purpose of this work was to investigate the challenges 
and requirements for building an intrusion detection system for 
the Internet of Things models, also this article shows that deep 
learning algorithms are very effective for anomaly detection 
and intrusion prevention. Because machine learning methods 
cannot detect modern attacks with good accuracy. Instead,  

 

Figure. 4. Distribution of the CIC-IDS 2018 dataset 

 

Figure. 5. Confusion matrix of UNSW-NB15 

 

Figure. 6. Implementation of the algorithm on UNSW-NB15 database 

deep learning methods have the ability to find better ways to 
create better models. Deep learning methods work very well in 
identifying and discovering different types of attackers. We 
have used NSL-KDD, UNSW-NB15, and MQTT datasets for 
our evaluations. In NSL-KDD, we reached unprecedented 
results of 99% in all criteria. In Table 11, We compared the 
method we proposed with the methods proposed by other 
authors and showed that this algorithm achieved better 
accuracy. In CSE-CIC2018, we reached 96% accuracy for 
three classes Benign, FTP, and SSH. In UNSW-NB15, we 
reached 97 in all parameters, And in Table 12, we checked the 
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methods of other authors with our proposed method and 
showed the superiority of the method presented in this article. 
In MQTT, three feature levels were extracted from the dataset 
of raw pcap files, i.e. closed, one-way, and two-way features. 
Each feature level is used independently in the experiments 
and we reached results above 97%. The results showed that 
even if the data, tools, and techniques are available, many 
points such as improvement, development, and analysis are 
necessary to increase the efficiency of the model. We proved 
that the combination of CNN and LSTM is an excellent 
method for network intrusion detection. 

Table 1.  Benefits and challenges of deep learning 

 

 

Benefits  

Deep architecture is very suitable for feature 
extraction [27]. 

It has high computing power [28]. 

Deep learning can solve the challenges of 
working with huge data to a great extent [28]. 

 

Challenges  

The time complexity of processes in deep learning 
is a challenge [29]. 

Incremental learning in non-stationary data is a 
challenge [28]. 

Educational data is considered a challenge [27]. 

Table 2.  The best parameters of the CNN+LSTM network 

Layer Output shape 

Reshape (None, 44, 1) 

Conv1D (None, 44, 32) 

Max_pooling1d (None, 22, 32) 

LSTM (None, 100) 

Flatten (None, 100) 

Dense (None, ) 

Table 3.  Confusion matrix for the IDS scheme 

 Predicted Label 

Actual Label Positive Negative 

Positive TP FN 

Negative FP TN 

Table 4.  Confusion matrix for NSL-KDD 

1 0 
Predictedlabele 

True  label  
63 41302 0 

34202 17 1 

Table 5.  CIC-IDS2018 confusion matrix 

SSH FTP Benign  

0 13 2043 Benign 

8 1984 8 FTP 
1915 13 25 SSH 

 

 

Table 6.  Bidirectional-based features confusion matrix 

M-BF SPARTA SCAN-SU SCAN-A NORMAL 

Predicted 

label 

True  label  

0 2 0 0 25990 NORMAL 

4 0 0 606 0 SCAN-A 

0 0 643 4 14 SCAN-SU 

0 4162 0 0 0 SPARTA 

4175 0 0 0 141 M-BF 

Table 7.  Unidirectional-based features confusion matrix 

M-BF SPARTA SCAN-SU SCAN-A NORMAL 

Predicted 

label 

True  label  

2 0 0 4 5100 NORMAL 

0 20 0 1204 0 SCAN-A 

0 0 670 5 0 SCAN-SU 

0 8491 0 0 7 SPARTA 

8537 0 0 0 195 M-BF 

Table 8.  Confusion matrix of packet-based features 

M-BF SPARTA SCAN-SU SCAN-A NORMAL 

Predicted 

label 

True  label  

10 0 2 0 58002 NORMAL 

0 7 0 4993 0 SCAN-A 

0 0 5160 9 0 SCAN-SU 

0 9E+04 0 0 0 SPARTA 

65200 0 0 0 20 M-BF 

Table 9.  The results of MQTT 

 CNN+LSTM 

ACC PRE 

PACKET UNI BI PACKET UNI BI 

NORMAL 100 98 100 100 99 99 

SCAN-A 99 99 99 100 100 99 

SCAN-SU 100 98 97 99 99 98 

SPARTA 98 99 99 98 97 96 

MQTT-BF 98 97 96.9 99 97 98 

Table 10.  The results of MQTT 

 CNN+LSTM 

RECALL F1 

PACKE

T 

UNI BI PACKE

T 

UNI BI 

NORMAL 99 99 98 97 99 100 

SCAN-A 9 98 98 97 96 97 

SCAN-SU 99 98 98 99 98 99 

SPARTA 100 99 100 99 99 100 

MQTT-BF 99 98 97 99 98 97 

Table 11.  Comparison of methods in NSL-KDD 

F1 RECAL PRE ACC 
 

91.67 91.36 92.81 91.36 BiDLSTM[32] 
96.8 96.8 97 97 XGBoost[33] 

72.75 75.74 80.22 76.88 AE + ANN[34] 
89.54 89.74 81.24 81.60 RNN+LSTM[35] 

99 99 99 99 Proposed  model 
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Table 12.  Comparison of methods in UNSW-NB15 

F1 RECAL PRE ACC 

90.94 96.07 85.84 90.91 1D-CNN 1 layer[36] 

89.04 98.06 81.54 94.49 ANN[37] 

98.132 95.87 100 96.334 OCNN–HMLST[38] 

91 97 85 89 Fully connected 

DNN[39] 

97 96.9 97.5 97.8 Proposed  model 
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