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 ABSTRACT 

In customs management, the main problem is balancing the needs of trade facilita-

tion as a process of simplifying and accelerating foreign business on the one hand 

and countering illegal trade, reducing government revenue, capital sleep and the 

level of controls and interventions on the other. Also, due to the financial crisis in 

recent years, risk management has been reconsidered, although this attention is 

related to various financial branches. Since risk analysis and identification is the 

main component of risk management, developing a suitable model for data analy-

sis is of particular importance. The purpose of this study was to use data data 

analysis techniques to develop an intelligent model to timely predict the risk of 

import declarations in customs and thus prevent irreparable losses. In this study, 

data analysis techniques have been used according to the statistical population 

which is data-driven. Statistical data were extracted from www.eplonline.ir with 

575006 import declarations of all Iranian customs during 2019-2020. having pre-

processed and prepared the data using PCA, LDA and Fast ICA methods, attribute 

reduction and effective attribute extraction were performed using 14 data analysis 

algorithms. Using Python software, algorithms were trained and modeled with 

80% of the final data. Then, 14 obtained models were tested and validated with 

20% of the data. Finally, the results of these models were compared with each 

other and the model obtained from the random forest algorithm was selected as a 

comprehensive model for predicting and determining the level of risk of import 

declarations at customs. 

 

1 Introduction 
 
Customs offices around the world are responsible for implementing governments' extensive policies 

on revenue collection, compliance with trade laws and regulations, community protection, cultural 

heritage, intellectual property rights, statistics collection, and environmental protection [50]. On the 

https://portal.issn.org/resource/ISSN/2538-5569
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other hand, in recent years, customs have faced emerging and complex threats [47]. The most promi-

nent threats are non-compliance with customs laws and illegal transactions which affect government 

revenues on the one hand and threaten the security of society on the other hand[38].  Because of de-

clining customs revenues due to economic integration, tariff reform processes, economic cooperation 

agreements and large-scale fraud, customs need to use effective customs controls to detect financial 

fraud in order to increase revenue [55]. These controls cause significant delays in trade [4]. Customs 

delays also have a negative impact on the foreign sales of companies and importers. These effects are 

more severe for time-sensitive goods. On the other hand, customs delays increase the cost of capital 

sleep and reduce government revenues [43]. Therefore, customs control methods should be based on 

the use of modern effective methods of combating fraud, protecting the health of consumers and the 

safety and promotion of legitimate trade [4]. Also, due to the financial crisis in recent years, risk man-

agement has been reconsidered, although this attention is related to various financial branches. The 

crisis, even for non-financial organizations, identified special importance: identifying, measuring and 

overcoming risk in order to maintain their existence and continue their work [24]. WTO studies show 

that developing countries that have benefited from risk management have had higher economic 

growth and development than other developing countries [52]. 

 The experience of the World Customs Organization also shows that a risk-based approach to customs 

controls, while creating a balance in facilitating trade on the one hand and security on the other, leads 

to the efficiency of human resources [38]. Therefore, the necessity of using risk management tools, 

especially in organizations such as customs which is responsible for collecting import and export du-

ties and taxes, as well as import, export and transit of goods is strongly felt due to the sensitivity of 

the profession[6]. Therefore, risk management needs to adopt an appropriate strategy for each catego-

ry of customers in accordance with the risk level and predict customer performance in the future [30]. 

Given that databases hold all customer transaction data, it is possible to review them to provide a suit-

able model to predict customer performance in the future [34]. The importance of data analysis has 

increased in the last decade due to the increasing development and use of information technology and 

increasing access to large databases [17]. Traditional statistical methods have lost their effectiveness 

today for two reasons: Firstly, increasing the number of observations and secondly, increasing the 

number of variables related to an observation [33]. One of the best ways to extract customer behavior 

patterns is to use data analysis algorithms. Data analysis algorithms use statistical methods and artifi-

cial intelligence to extract patterns from very large sets [34]. Due to the large number of customs ex-

changes and the multiplicity of risks, risk analysis has not been performed sufficiently to help identify 

crimes at customs. New challenges must evolve to solve this problem [55]. Therefore, risk analysis 

seems to be a priority for the modernization of customs systems in developing countries [38]. 

A review of the background of domestic and foreign studies shows that many studies in the field of 

risk assessment and classification in various fields of banking, insurance, stock exchange, medicine, 

etc. have been done using data mining techniques. But there is little scientific research in the field of 

customs risk management. Due to the lack of comprehensive scientific and research studies in the 

field of customs risk assessment which is the most important element of customs risk management, 

effective measures were taken in this study. Considering the launch of Iran's customs cross-border 

trade system from the end of 1392 and the creation of an appropriate database and the obligation to 

refrain from judging decisions regarding the risk of import declarations, the researcher decided to 

address this issue. Also in the target community, in the customs offices of the World Customs Organi-

zation, data mining techniques have rarely been used in customs risk assessment management. There-
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fore, research is innovative in this regard. The process of data mining and risk assessment in this study 

is innovative according to the proposed model and research method used and has a favorable range in 

the use of 14 various algorithms as well as providing various models. Various methods were used to 

understand the data and select effective features and prepare the data. Fourteen different data mining 

techniques were modeled and validated by three methods: PCA, LDA and Fast ICA. 42 models were 

made. The results of the models were compared with the desired techniques and the superior model 

was selected. Using the selected model, the risk of imported declarations in Iranian customs can be 

assessed online and using the obtained codes. 

 

2 Research Literature 

2.1 Risk in Customs 

According to Longman culture, risk is defined as " the possibility that something bad, unpleasant, or 

dangerous may happen" . Risk is the uncertainty about future events, and in fact, risk is a type of un-

certainty about the future that can be calculated [24]. Increasing international trade and the speed of 

exchanges and the high volume of financial transactions in the absence of modern systems for detect-

ing fraud and lack of control and inspection resources, increasing violations of customs laws and 

fraud, financial and non-financial threats have caused: 

- Financial threats typically relate to evasion of import duties and taxes on imported goods and are 

generally related to the entry of goods into the customs territory, such as intentional misrepresentation 

(smuggling), non-declaration of imported goods by the declarant, incorrect description or declaration, 

incorrect report of the origin of the goods and under-declaration of value [53]. According to the Green 

Line Institute in 2010, non-financial threats include terrorism, counterfeiting, money laundering, mi-

gration, human diseases, dangerous goods, strategic goods, environmental threats, endangered spe-

cies, and environmental threats. Risks are usually divided into two categories: systematic risk (extra-

organizational factors) and non-systematic risk (intra- organizational factors). operational risk is the 

most important type of non-systematic risk being specific to the organization [39]. 

 

 2.1.1 Operational Risk 

 Operational risk arises from the failure of internal systems or the error of the people who run the or-

ganization. The British Banking Association defines operational risk as: Operational risk is the risk of 

direct or indirect losses resulting from the inadequacy or inefficiency of internal processes, individu-

als and systems, or external events. In another definition of operational risk, Professor Simmons also 

considers it to be the result of a defect in the core operations, construction, or processing capacity of 

an organization. Examples of operational risks include computer system malfunctions, management 

errors, misuse and fraud of documents, theft and embezzlement, settlement problems, intentional and 

unintentional human error, and fraud (A situation where traders give wrong information) as well as 

technical error [24]. 

2.2 Risk Management 
Risk management is a preventive activity protecting the organization from taking advantage of oppor-

tunities and preventing the occurrence of threats and spending too much time and resources by relying 

on standard methods [6]. The American Project Management Knowledge Standard defines risk man-

agement as the process of maximizing the results of positive events and minimizing the likelihood of 

the occurrence or impact of adverse consequences on project objectives. 

https://www.ldoceonline.com/dictionary/possibility
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2.2.1 Risk Management in Customs 

Increasing changes in the strategic outlook of the customs operating environment along with the in-

creasing growth of trade and volume of travel have affected the way customs is managed and ap-

proached. These conditions along with increasing uncertainty have led many of the customs around 

the world to pursue the plan and implementation of structured risk management. Today, customs risk 

management has become one of the key tools in meeting the requirements of the operating environ-

ment [8]. Customs risk management is a topic that is studied in the field of laws and a way to effec-

tively avoid customs risk. Its main purpose is to combine the limited resources of customs and the 

best effect of risk control with the optimal combination of skills such as risk management planning, 

risk analysis and identification, risk quantification and ranking, risk aversion, risk monitoring and 

control [16].  

Many global agreements are aimed at implementing customs risk management to expedite trade; 

agreements such as the Agreement on the Transfer of Low-Risk Goods and Supply Chain Facilitation 

within the framework of the standards of safe and easy trade of the World Customs Organization and 

the revised Kyoto Convention. Risk management is also one of the ten principles of the action plan 

prepared by the World Customs Organization under the title of Customs Strategy in the 21st Century 

which outlines the customs strategy for the future. Items such as the World Customs Organization 

Risk Management Guidelines, Global Information Strategy, Risk Standards Assessment, the World 

Customs Organization High Risk Index Guidelines and e-learning materials, as well as Article 7 of 

the 1994 GATT Agreement are the legal basis for customs risk management. The relationship be-

tween risk management components is shown in Fig. 1. 

2.2.2 Risk Assessment 

ISO 1998 defines risk assessment as a logical way to quantify the quantitative and qualitative risks 

and to assess the possible consequences of potential accidents on people, materials, equipment and the 

environment. In fact, it determines the effectiveness of existing control methods and provides valuable 

data for decisions to reduce risks, hazards, improve control systems and plan to respond to them. It is 

also one of the pillars of risk management and its purpose is to measure risks based on various indica-

tors such as impact and probability of occurrence and the more accurate the results of this step can be 

said that the risk management process is performed with a higher degree of confidence. As a result, 

the decision maker can plan for the amount of resources available to deal with each risk [29]. Accord-

ing to Richard. E. Olson, in high-risk systems, there is a strong tendency for complete reliability of 

statistical probabilities because using a number seems to be an easy way to measure safety and the 

probability of a defect or accident, but it is necessary to try to Such measurements, limitations and 

basic principles of such methods along with previous experience are well known and quantitative ac-

ceptance parameters are fully defined and predictable, provable and most importantly useful, meaning 

that they can be easily converted into design criteria. On the other hand, it is possible for a system 

security analyst and its management to become so interested in statistical methods that they forget 

other very convenient and important ways of expressing the problem [24]. 
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Fig. 1: Risk Management Process in the International Standard of Risk Management System ISO 31000 

 
2.2.3 Developing the Risk Policy 

Defining and explaining the specific risk of organization is the first step in developing a risk policy 

for an organization. The second step is to determine the level of risk aversion based on the willingness 

of management and others to take the risk or how much the organization wants to be exposed to risk. 

The third step is to identify the goals of the risk management policy. At this stage, the organization's 

senior manager must decide which areas are so important to apply risk management and how much 

resources should be consumed. The last step is to identify the areas in which risk management is re-

quired, as well as to identify the individuals or groups responsible for risk management [52]. The poli-

cy of implementing risk management in customs processes allows the application of different kinds 

selective controls including complete control and evaluation of the declaration to unannounced in-

spection, referred to as red, yellow and green channels. 
-Red channel: Documentary examination and physical inspection of good. Declarations in this direc-

tion have a very high level of risk. In addition to the documentary inspection, there is also a physical 

inspection, meaning that all control measures have been taken in this direction, and in addition to the 

fact that the mentioned document are thoroughly examined, the goods are observed physically and the 

accuracy of the information contained in the declaration is carefully checked.  

-Yellow channel: Documentary examination. The yellow path conveys the notion that existing decla-

rations have a medium level of risk. It is inspected by documents, but there is no need for physical 

inspection and direct viewing of the goods, and as it is clear, this route is in terms of priority after the 

red route. Sampling is also done in this direction if necessary.  
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-Green Chanel: Immediate discharge without examination. The declarations that are placed in this 

direction do not seem to pose any risk to customs and have a very low level of risk. Therefore, the 

declarations of this route are only briefly reviewed. In this route, we are faced with a delay option that 

indicates a time delay in terms of hours, for the automatic evaluation of these declarations, which after 

the expiration of this time in case failure to review by the expert, the declaration is automatically 

evaluated by the system [11,56]. 

2.2.4 Conditions for Implementing the Risk Management Strategy 

Acceptability: The determined strategies must be meaningful and acceptable to the people who im-

plement them. 

Compatibility: Strategies must be sensible in the context of the stated values and goals of management 

and have a logical flow from period to period. 

Quality: The effect of strategies on improving management decisions should be seen [53]. 

3 Data Analysis 

Data analysis is defined as the process of discovering meaningful connections, new patterns and 

trends by sifting large amounts of data stored in data warehouses using pattern recognition technolo-

gies along with statistical and mathematical methods [37]. Data analysis helps organizations explore 

and predict future patterns and behaviors by exploring the data in a system. By analyzing past events, 

data analysis provides an automatic and predictive analysis and answer questions that have not been 

possible or required to be answered in the past [44]. In the risk management cycle, data analysis can 

reduce the pressure from low-risk customers to high-risk customers by segmenting and analyzing cus-

tomers. Data analysis may answer the following questions:  

- Can certain patterns of unknown data be formed? 

- Can big data analysis identify patterns? 

- Can classification algorithms be used to improve and create a risk management system to 

control infringing importers, organized crime, smuggling forecasting, revenue collection and 

electronic management and influence the customs administration? 

By analyzing the data stored in customs databases, it is possible to better identify customers and in-

crease the efficiency of customs risk management by focusing and optimally allocating resources in 

high-risk areas. In order to use data analysis, Fayad et al. suggested the following steps in Fig. 2. 

1. Extracting data from a large set of databases, 

2. Selecting work-related subset, 

3. Deciding on appropriate sampling methods, deleting lost data and sorting data, 

4. Using a suitable method for data preprocessing, 

5. Creating a model of preprocessed data [18]. 

In 1996, also, the standard CRISP-DM cross-industry process for data mining was developed by ana-

lysts by DaimlerChrysler, SPSS and NCR.  CRSIP-DM stands for Cross-industry standard process for 

data mining and means "cross-industry standard data mining process". The Crisp process is a standard 

open source process model that describes the general approaches of data mining professionals. This 

method is one of the most widely used analytical models. According to Crisp data analysis method, a 

life cycle project consists of six steps. These successive steps begin with understanding the basic 
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needs of the business and end with the presentation of useful solutions. These steps are applied con-

tinuously and repetitively throughout the data analysis process in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Data Mining Process [33] 

As mentioned, the CRSIP-DM method is a data-driven process model that provides a systematic, use-

ful, and practical solution for data dimensions as well as data clustering. Since clustering is one of the 

most important and fundamental issues in data mining, it is good to mention clustering briefly. A clus-

ter is a collection of similar data, and clustering is the process by which you can break a set of objects 

into separate groups.  

 

 
Fig. 3: Crisp Methodology [15] 

 

4 Research Method 

According to the above methods, the method proposed in this study consists of several steps which its 

general outline is shown in Fig. 4. 
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Fig. 4: Research Implementation 
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4.1 Data Collection and Comprehension Step 

One of the main parts of any decision making is data collection and data comprehension. If this is 

done in a regular and correct way, the work of analyzing and concluding the data will be done with 

good speed and accuracy. 

4.1.1 Data Collection Step 

First and foremost, we need to focus on the data. In this step we are looking for data related to our 

work (data for analysis). Data are collected based on the information contained in the data mining 

query. Because a data mining query is usually only relevant to a portion of the database, selecting 

relevant data will not only make the search more efficient, but the results will be more productive and 

meaningful than exploring the entire database [33]. The present study includes 575006 data related to 

the information of import declarations during 2020-2019 extracted from www. eplonline.ir. 

4.1.2 Data Comprehension Step 

Choosing right attributes is one of the important factors in creating a model is. The first and most im-

portant step in categorizing customers based on risk is to identify risk factors. It may be difficult to 

identify specific set of related traits. Thus, the researcher may select some specific attributes that feels 

are important and omit some other specific attributes that may play a role in the description. In order 

to identify the effective characteristics and better understand the data and form a risk profile in this 

research, identification is performed in two phases. 

 4.1.2.1 Studying and Reviewing the Existing Research 

In this section, based on the existing studies, the mentioned items are divided into revenue groups 

(collecting customs duties), money laundering, documentary issues, customs procedures, transporta-

tion, demographics and the history of the owner of the goods and the declarant. Tariff changes, deval-

uation in order to avoid paying taxes and duties, change of certificate of origin, import of unsanitary 

and non-standard goods are of cases that can be cited as potential risks or obstacles to customs and 

prevent the implementation of regulations [56]. Laporte (2011) includes risk profiles for six different 

criteria based on the level of violation, such as importer, transport agents, HS nomenclature (tariff 

book), certificate of origin, health and safety, importer / exporter, and customs procedure. Commer-

cial fraud includes declaring the value of goods, the tariff on goods, the quantity of goods, the country 

of origin or destination, tax violations, the correct deposit of guarantees [51]. 

4.1.2.2 Survey of Experts 

After extracting the characteristics from the existing studies, a questionnaire was designed and com-

pleted by experts who had sufficient experience and knowledge about the damages and customs viola-

tions to determine the characteristics. The statistical population was 2496 people selected from the 

total customs of Iran. The 333 people were selected as sample for distribution of the questionnaire by 

Cochran's formula and the questionnaire was distributed by random sampling. Banner (2006) used the 

Cattell test method to select the final factors and analyze the opinions of experts. Cattell test is a crite-

rion that can be used to extract the appropriate factors. Cattell test actually depicts the eigenvalues and 

values of each factor on the chart from ascending to descending. This determines the breaking point in 

the selection of factors. The most important factors including value, tariff, country of origin, number 

of goods and customs procedure were identified. 
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Fig. 5: Cattel Test Curve 

 
 Due to the nature of data analysis and the fact that other variables of the declaration of import of 

goods may include a specific pattern, finally, so the risk profile in this study includes the titles of vari-

ables used in import declarations, the same information required to complete the international declara-

tion called SAD1 (administrative unit document) in www.eplonline.ir (cross-border trade unit)  [20]. 

For this reason, all available information is used, that is the contents of approved import declarations 

and inspection results during a reference period [26]. The risk profile is based on the Table 1. 

 
Table 1: Variables in the Customs Declaration before Data Preparation 

product owner The declarant Product Type Input customs Type of transport 
Country of the 

transaction 
Total invoice amount Country of origin Customs procedure Value components 

Customs value of 

goods item 
Source of input rights Eight-digit tariff code The value of the 

product pen 
Terms of delivery 

net weight Gross weight Number of units of 

goods 
payment method Input rights 

4.2 Data Preparation Step 

In the book Data Preparation for Data analysis, Dorian Pyle estimates that data preparation time is 

60% of the total data analysis process time [37]. Data preparation is conduscted in three steps. 

4.2.1 Data Labeling 

At this step, import declarations were labeled in three levels: green (low risk), yellow (medium risk) 

and red (high risk). 

4.2.1.1 Red Label 

In order to identify import labels with a red label with a high level of risk, the customs need to identi-

fy the declarations that have led to violations in a previous period (for example, during the last twelve 

months) [38]. In this regard, 63321 declarations were identified. Declarations consisting of violations 

like miscalculation in order to evade customs duties, false statement, incorrect entry of tariff code, 
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declaration of prohibited goods, under-declaration, over-declaration, change of certificate of origin, 

abuse of exemptions, abuse of laws entrepreneurship (such as CKD & SKD goods), smuggling of 

goods, security issues, health issues, money laundering that have been discovered and violated by 

evaluation, virtual expertise, inspection, inspection, security and auditing were verified after clear-

ance. 

4.2.1.2 Yellow Label 

 In order to identify import declarations with a yellow label with a medium level of customs risk, 

identifying declarations that have been examined in the previous period on suspicion of violation is 

necessary, but their violation has not been proven. In this regard, 189041 declarations were identified. 

4.2.1.3 Green Label 

 In order to identify low-risk green label import declarations, other declarations that have not been 

placed in either high-risk or medium-risk levels in a previous period are reviewed. Thus, 322644 dec-

larations were identified. 

4.2.2 Data Pre-Processing 

All data are not of the required quality and cannot be modified and are not eligible to enter the final 

model. Factors such as data defects, the presence of irrelevant data, data management whose main 

fields are missing or incorrectly recorded that may include a specific pattern, data duplication, outdat-

ed data (some statistical methods are sensitive to the presence of such values and may result in insta-

bility) and elimination of correlated variables emphasizing on a particular predictor component at the 

expense of decreasing the effect of other variables. Therefore, the raw data is pre-processed before 

modeling to have acceptable quality.  
In the first step, the data set contains 575006 samples of import declaration data including 20 attrib-

utes. All data are not of the required quality and cannot be modified and are not eligible to enter the 

final model. After applying the data screening phase and deleting noisy data, the final data set was 

reduced to 574843.  

 
Table 2: Data Set after Data Preparation 

Method Number of features number of samples 

Data 20 575006 

Data after Data Cleaning 16 574843 

Data after Data Transformation 16 574843 

 

 

 

Number of samples in each class 

16 574843 

Red 

channel 

Yellow 

channel 

Green 

Channel 

63292 188988 322563 

In the pre-processing phase, the number of attributes was reduced from 20 to 16 by removing similar 

attributes. In this step, 4 similar attributes have been removed. It should be noted that the attribute, 

like the tariff code is extracted based on the tariff book (HS eight-digit code). After preparing the data, 

the number of samples is 322563 samples for the green label, 63292 samples for the red label and 

188988 samples for the yellow label (Table 2). Many of the data in the Import Declaration section 

contain non-quantitative or non-discrete data. In this regard, this type of attribute was identified and 
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discretization was performed on the data. Also, the types of normalization methods were evaluated 

and the extracted attributes were normalized in the range of zero to one, green label with number zero 

label, red label with number one label and yellow label with number two label, respectively. 

4.2.3 Reducing Attributes and Extracting Effective Attributes 

According to the application of risk management, also, three methods of PCA principal component 

analysis, LDA linear differential analysis and fast independent fast ICA component analysis are used 

to reduce the attribute to extract effective attributes and evaluate these types of attributes.  

 

4.2.3.1 Principal Components Analysis (PCA) 

PCA is a multivariate statistical analysis that selects a smaller number of factors as the principal com-

ponents from among the primary factors so that several insignificant data are removed. In the first 

extracted basic component, the maximum amount of data scatter is in the entire data set, i.e. the first 

component is correlated with at least several variables. The second extracted component has two im-

portant features: this component considers the largest data set not calculated by the first component, 

and it is not correlated with the first component. In other words, regardless of the previous compo-

nent, by passing from the initial component to the final components, each component describes less 

variance. It means that the first principal component always describes the maximum amount of vari-

ance and the last components describe the least variance; thus, such information will not be lost by 

deleting the last components [33]. 

4.2.3.2 Liner Differential Analysis (LDA) 

 LDA is a statistical method to reduce the dimensions of an issue and identify categories by maximiz-

ing the ratio of scatters between groups to scatters within groups. The linear diagnostic analysis ap-

proach is similar to and borrowed from the method used by Ronald Fisher to determine the degree of 

differentiation in groups. It became the basis for variance analysis and thus is sometimes called "linear 

differential analysis". The linear diagnostic analysis is very close to variance and regression analyses; 

all three statistical methods model the dependent variable as a linear combination of other variables. 

However, variance and regression analyses take the dependent variable as an interval one, while linear 

differential analysis is used for nominal or ordinal dependent variables. Therefore, linear differential 

analysis is more similar to logistic regression. The linear diagnostic analysis is also similar to princi-

pal components analysis and factor analysis which are used to linearly combine variables in a way 

that best describes the data. A major application of both of these methods is to reduce the number of 

data dimensions. However, these methods differ significantly: in linear differential analysis, class 

differences are modeled, while in principal component analysis, class differences are ignored [37]. 

4.2.3.3 Fast Independent Component Analysis (Fast ICA) 

This is an efficient algorithm to detect underlying factors or components of multivariate data depend-

ent on signal separation. Fast ICA is an optimized method of independent component analysis. This 

method shows a faster convergence of results than the independent component analysis method. Fast 

ICA is based on a fixed point algorithm that has a known performance speed. Compared to conven-

tional fixed point algorithms, this algorithm has been modified to provide higher performance. It is 

also similar to some neural algorithms, and is computationally simple, and requires less computational 

memory [33]. 
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In the proposed method, PCA method is used to evaluate the attribute. The number of attributes has 

not been reduced for this purpose and the same 16 attributes have been included. For LDA and Fast 

ICA methods, only 2 and 3 attributes were used, respectively (Table. 3). In these steps, a number of 

properties have been selected according to special vector diagrams. Equation (1) is also used to select 

the number of attributes. 

∑ 𝜆𝑖
𝑘
𝑖=1

∑ 𝜆𝑗
𝑓
𝑗=1

≥ 0.98 (1) 

In this relation, k is the number of selected properties, f is the total number of properties, and λ is the 
values of the special vector. 

 

Table 3: LDA and Fast ICA Methods 
number of samples Number of features Method 

 

 

 

 
 
 

80 %training 

 

 

 
 
 

20 %test 

PCA+LDA, 2 Feature 

 

Data after Feature Reduction 
PCA + Fast ICA, 3 Feature 

16 Sample segmentation 

 

At this step, the test and training data sets were mapped to the same situation according to the weights 

extracted from the training set which resulted in a noticeable superiority and the choice of PCA + Fast 

ICA method over the other two methods. After applying the attribute reduction methods, new training 

and experimental datasets were created. 

 

 4.3 Data Modeling 

Machine learning includes a range of analytical tools that can be classified as "supervised" and "unsu-

pervised" learning tools [14]. At this step, supervised learning tools are used. The modeling process is 

also a two-step process which in the first step the model is created by a set of training data that identi-

fies the class label of all its examples. This step is known as the learning or training step. In the sec-

ond step, by experimental data set in which the class label is usually unknown, the obtained model is 

validated or tested. In fact, the evaluation of the model is calculated according to the class of how 

many experimental data samples are correctly estimated [37]. 

4.3.1 Modeling Using Educational Data 

This step is known as the learning or teaching step. Due to the high volume of data in this research, 

the software used is Python software. In this section, 80% of the data were allocated by random sam-

pling for training and the training was repited 10 times. According to machine learning methods, 14 

algorithms including Decision Trees, Gaussian Naïve Bayes, Fuzzy Pattern, Random Forests, Logistic 

Regression, k-Nearest Neighbors, Ada Boost, Voting, Gradient Boosting, Bagging, Multimodal Evo-

lutionary, MLP, Fuzzy Pattern Tree Top Down, Quadratic Discriminant Analysis for risk management 

in the training were used and separate model was made for each algorithm. It should be noted that 

different combinations of PCA, LDA and Fast ICA methods have been used at this step. As men-

tioned before, it is noteworthy that the import declarations were divided into three categories accord-

ing to the level of risk: green with label number zero, red with label number one and yellow with label 
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number two. Each category represents the level of risk. In this regard, the training models are for the 

three mentioned outputs. 

4.3.2 Validating (Testing) Models 

The obtained models are validated using an experimental data set in which the class label is usually 

unknown. Therefore, the validity and predictive power of the models are tested by experimental data 

without class labels (green, yellow, and red) that they have not encountered before. In this section, 

20% of the data were assigned for the allocation test due to random sampling and the test were repeat-

ed 10 times. For this reason, experimental data are considered as data for training models. 

4.4 Evaluating and Selecting Model  

Many questions may arise after creating a model. Questions such as:  

- How accurate is the model for predicting importers' behavior?  

- What is the accuracy of a model and how is it estimated?  

- How can a reliable estimate of the model be obtained?  

- With more than one model, how do you choose the best model among others? 

 

4.4.1 Metrics to Evaluate the Efficiency of Import Declaration Models 

- Accuracy: The accuracy of a model on experimental data set is defined as the percentage of data in 

that set that is correctly labeled by the model. 

- Precision: This measurement is considered as a correctness measurement. Percentage of data that is 

labeled positive (correct) and their class is really positive (correct) but does not focus on data that is 

true and incorrectly labeled.  
- Recall: It is a measure of integrity. Percentage of correct data that is correctly categorized but does 

not focus on data that is incorrect and labeled as correct. 

Speaking generally, precision and recall measures are inversely related to each other, and increasing 

one may decrease the other. So the solution to using them is to use the F1-score. 

-  F1-score of combination of recall and precision : The measure F is the harmonic mean of the two 

measures of precision and recall. 

4.4.2 Comparison of Models based on ROC Curves 

They are a useful visual tool for comparing two models. The ROC curve drawn for a model shows the 

relationship between the correct positive ratio and the false positive ratio. The farther the ROC curve 

of a model is from the diagonal line, the higher the accuracy of the model and vice versa [33]. 

Table 4: Analysis of the Findings of  Applying Different Models with 16 Features 

Classification method Accuracy macro a vg Label Precision Recall f1-score 

Voting(Random Forest, 

Bagging, Fuzzy Pattern) 

66 54.5 0 61 60 61 

1 68 88 77 

2 50 8 14 

Bagging 68 60 0 73 57 64 

1 69 90 78 

2 44 17 24 

Fuzzy Pattern 51 41.5 0 36 59 45 

1 65 61 63 

2 23 10 14 

Multimodal Evolutionary 38 39 0 35 42 38 
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Table 4: Analysis of the Findings of  Applying Different Models with 16 Features 

Classification method Accuracy macro a vg Label Precision Recall f1-score 

1 60 34 44 

2 21 44 29 

Random Forest 69 58.5 0 78 58 67 

1 69 92 79 

2 48 13 21 

Fuzzy Pattern Tree Top 
Down 

60 43.5 0 56 21 30 

1 60 95 74 

2 52 1 1 

K-Nearest Neighbors 68 61 0 64 72 68 

1 76 77 77 

2 42 33 37 

Decision Tree 53 47 0 48 49 48 

1 67 62 64 

2 26 31 28 

MLP 66 52 0 71 48 57 

1 66 93 77 

2 41 5 10 

Ada Boost 62 50 0 59 42 49 

1 63 91 75 

2 52 2 4 

Gaussian Naive Bayes 57 44 0 42 50 46 

1 63 78 70 

2 44 2 4 

Quadratic Discriminant 
Analysis 

59 46.5 0 46 52 49 

1 64 82 72 

2 45 2 4 

Gradient Boosting 61 46 0 60 29 39 

1 61 94 74 

2 61 1 3 

Logistic Regression 64 51 0 70 39 50 

1 63 95 76 

2 59 2 4 

 

5 Findings 

5.1 Findings from Fourteen Models using Principal Component Analysis with 16 Fea-

tures 

 Findings obtained of the test of 14 research models in Table 4 using PCA principal component analy-

sis method with 16 attributes showed that the risk prediction accuracy of the random forest model is 

69% higher than other models in this method. As can be seen in ROC curve in Fig. 6, the comparison 

of the findings of 14 research models using the PCA principal component analysis method with 16 

characteristics, larger area under the ROC curve of the random forest model than other models indi-

cates shows the higher accuracy of the risk level prediction of this model than other models. 
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ROC Curve  Fig . 6: 

5.2 Findings from Fourteen Models using Fast Independent Component Analysis Meth-

od with 3 Features 

Summary of the findings of 14 research models in Table 5 using the fast independent component 

analysis method with 3 features showed that the accuracy of risk prediction of the logistic regression 

model is 61% higher than other models in this this method. 

Table 5: Analysis of the Findings of  Applying Different Models with 3 Features 

Classification method Accuracy macro a vg Label precision recall f1-score 

Voting(Random Forest, 

Bagging, Fuzzy Pattern) 

57 43 0 45 39 42 

1 63 80 70 

2 26 9 13 

Bagging 55 43 0 45 34 38 

1 62 78 69 

2 25 13 17 

Fuzzy Pattern 39 38.5 0 33 60 42 

1 61 35 45 

2 22 27 24 

Multimodal Evolutionary 44 31 0 20 2 3 

1 54 66 59 

2 21 30 25 

Random Forest 57 42 0 47 29 36 

1 61 85 71 

2 26 9 13 

Fuzzy Pattern Tree Top 
Down 

57 33 0 40 9 14 

1 58 96 73 

2 6 0 0 

K-Nearest Neighbors 50 41 0 36 44 39 

1 63 63 63 

2 24 17 20 

Decision Tree 46 39 0 33 35 34 

1 61 59 60 

2 21 22 22 

MLP 59 37 0 49 23 32 
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Table 5: Analysis of the Findings of  Applying Different Models with 3 Features 

Classification method Accuracy macro a vg Label precision recall f1-score 

1 60 93 73 

2 0 0 0 

Ada Boost 59 37.5 0 54 23 32 

1 60 94 73 

2 0 0 0 

Gaussian Naive Bayes 57 33 0 41 12 18 

1 59 95 72 

2 0 0 0 

Quadratic Discriminant 
Analysis 

57 34 0 39 17 23 

1 59 93 72 

2 0 0 0 

Gradient Boosting 58 25 0 0 0 0 

1 58 100 73 

2 0 0 0 

Logistic Regression 61 43 0 62 23 34 

1 61 96 74 

2 32 0 0 

 

 

ROC Curve  Fig. 7: 

As can be seen in ROC curve in Fig. 7 , the comparison of the findings of 14 research models using 

the fast independent component analysis method with 3 features, larger area under the ROC curve of 

the logistic regression model than other models indicates shows the higher accuracy of the risk level 

prediction of this model than other models. 

 

5.3 Findings from Fourteen Models using Linear Differential Analysis Method with 2 

Features 

 Summary of the results of testing 14 research models in Table 6 using the method of linear differen-

tial analysis with 2 features showed that the accuracy of risk prediction of the logistic regression mod-

el with 62% and an macro average of 48.5 is higher than other models in this method. 
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Table 6: Analysis of the Findings of  Applying Different Models with 2 Features 
Classification method Accuracy macro a vg Label precision recall f1-score 

Voting(Random Forest, 

Bagging, Fuzzy Pattern) 

53 41 0 43 31 36 

1 61 76 68 

2 22 14 17 

Bagging 42 40.5 0 42 31 36 

1 61 74 67 

2 22 15 18 

Fuzzy Pattern 36 40.5 0 40 51 45 

1 61 24 35 

2 22 53 31 

Multimodal Evolutionary 42 43 0 37 60 46 

1 67 36 47 

2 23 39 29 

Random Forest 54 41 0 44 30 36 

1 61 77 68 

2 22 13 16 

Fuzzy Pattern Tree Top 
Down 

58 38 0 62 0 0 

1 58 1 73 

2 50 0 0 

K-Nearest Neighbors 49 39.5 0 35 41 38 

1 62 64 63 

2 22 14 17 

Decision Tree 47 39 0 36 35 35 

1 61 60 60 

2 21 23 22 

MLP 62 47.5 0 71 27 39 

1 61 96 75 

2 55 2 3 

Ada Boost 62 47.5 0 68 25 37 

1 61 96 75 

2 62 1 3 

Gaussian Naive Bayes 61 45 0 58 32 41 

1 62 92 74 

2 40 2 4 

Quadratic Discriminant 
Analysis 

61 45 0 57 32 41 

1 62 92 74 

2 40 2 4 

Gradient Boosting 61 47 0 59 30 40 

1 61 94 74 

2 60 1 3 

Logistic Regression 62 48.5 0 71 26 38 

1 61 97 75 

2 66 1 3 

 

As can be seen in ROC curve in Fig. 8, the comparison of the findings of 14 research models using 

the linear differential analysis method with 2 features, larger area under the ROC curve of the logistic 

regression model than other models indicate shows the higher accuracy of the risk level prediction of 

this model than other models. 
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ROC Curve  Fig. 8: 

Finally, comparison of the precision of prediction of the superior models in the three tables (4, 5 and 

6) showed a higher risk prediction accuracy in the random forest model. By this model and in the case 

of having special input attributes, the value of the specific attribute of the target can be estimated. In 

other words, the declarations can be atrributed to one of the three defined risk levels. Finally, since the 

accuracy of the random forest model is higher than other models, so this model can be used in risk 

assessment management in the customs organization in the proper identification of the risk category 

of import declarations as a suitable organizational knowledge. 

6 Conclusion 

Failure to use risk management as well as early information system as a subset of daily routines and 

the tendency to use past data without study are blind spots in understanding and receiving risk as well 

as preventing crisis. Major negligence in estimating risks is the most important reason for financial 

crises. Risk rating is one of the main bases of risk management and provides the opportunity to pro-

vide appropriate and timely response to risks. In this paper, we presented fourteen supervised learning 

method and applied them to customs data. Tests show that data analysis techniques allow for effective 

targeting declarations. Since the it is important for decision makers to know which model is right and 

appropriate for them and to prepare accordingly, the results of this study showed that the random for-

est model was more precised in identifying and determining the level and rate of risk of imported dec-

larations than other models used. The random forest model provides reliable results and the ranking of 

risks by this method is valid by considering several features at the same time, the flexibility of the 

method and the analytical nature of the results. The rules resulting from this model are considered a 

hidden pattern in the Iranian customs database and can be used to predict import declarations with a 

level of risk in red, yellow and green channels and apply policies to manage the risk of import decla-

rations. The most important purpose of the selected model is to provide the wasted financial revenues 
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of the government from the place of salaries and input duties and with different sub-objectives as fol-

lows: 

- Prevent tax evasion and entry fees and access to lost government revenues, 

- Preventing the sleep of capital in customs, 

- Facilitate and accelerate trade and contribute to economic growth, 

- Prevent smuggling, money laundering and organized crime, 

- Facilitate and accelerate the supply chain of goods, 

- Increase controls if necessary, 

- Targeted regulation of goods inspection programs, 

- Formation of risk profiles and analysis of risk information, 

- Identify potential security threats.  

 The application of this algorithm can be extended to solve other problems. The goal of financial man-

agement organizations or companies should be to quickly identify threats to their reputation and main-

tain their reputation through long-term precautionary measures. Despite all these bitter experiences, 

risk management is still often considered as one of the side tasks, while the main focus of the organi-

zation's senior managers should be and all decisions should be made in coordination and in parallel 

with risk management. Although, there is a very good discourse in favor of the adoption of risk man-

agement practices by customs at the highest levels of decision-making by government, there are few 

studies on the principles of implementation and application of customs risk management [48]. Howev-

er, from a research point of view, there seem to be two main reasons: First, few theories have been 

explained and formulated to embed risk management in the body of the customs organization and to 

institutionalize it. Second, the data available in the field of customs risk management do not show 

much desire to share information with researchers because traders may misuse the published data and 

statistics in line with their illegal greed and calculated avoidance of customs inspections. Therefore, 

despite the importance of risk management for customs, related techniques have not been fully studied 

empirically and theoretically [52].  

But Sience the concept of risk-based management is applicable in almost every business and govern-

ment field, many experiences can be shared with the subject of customs [12]. In an article entitled 

"Amending the association rules of customs crime information based on repeated motives", using the 

association rules, introduced a way to discover the knowledge used in customs crime data. They came 

with a set of rules of knowledge to predict and target specific hazard conditions [55]. According to 

[37], the decision tree is the most appropriate data mining technique. Using two techniques of self-

organizing network and k-means algorithms, conducted a study entitled "Comparison of two data 

mining methods in risk-based clustering of vehicle insurance customers (Case study: Mellat Insurance 

Company)". The results showed that the outputs of the two systems are very close to each other. The 

customers were clustered based on risk and the strengths and weaknesses of each technique were re-

ported [30]. In another study, in an article entitled "Investigating the usefulness of data mining tech-

niques in detecting fraud in financial statements" examined a sample of 202 companies, including 101 

fraudulent companies and 101 non-fraudulent ones. The results of applying data mining techniques 

such as multilayer feedforward neural networks, support vector machines, genetic programming, 

group data modeling, logistic regression, and probabilistic neural network indicated the superiority of 

probabilistic neural networks without feature extraction in the discovery of the fraudulent financial 

statements. In the case of including feature extraction, genetic programming and possible neural net-

works performed with almost equal accuracy [49]. In a paper entitled "Risk management systems: the 
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use of data mining in the customs of developing countries" examined several simple statistical regres-

sion methods, logit, and probit in Senegal. They indicated that using statistical risk indexing methods, 

96.6% of declaration violations were detected by inspecting only 20.6% of them. Therefore, it can be 

claimed that the number of intrusive inspections can be reduced by 80% [38].  
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