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ABSTRACT 

From machine learning perspective, the problem of predicting financial distress 

is challenging because the distribution of the classes is extremely imbalanced. 

The goal of this study was comparing the performance of financial distress 

prediction models for the imbalanced data sets with different proportions. In this 

study, the data of the previous year before financial distress was used for 760 

company year for the time period of 2007-2017. Besides using traditional 

classifications such as logistic regression, linear discriminant analysis, artificial 

neural network, and the classification models of least square support vector 

machine with four kernel functions, random forest and the Knn algorithm, the 

measures of the area under the curve and Friedman and Nemenyi tests were also 

utilized to determine the average rank and the difference significance of the Auc 

of the models. For selecting the models´ optimal parameters, the combined 

method of grid search optimization and cross validation was used. The results of 

this experimental study showed that for the balanced and imbalanced datasets 

with lower proportions, the best performance was for the random�forest. For more 

imbalanced datasets, the best performance belonged to the least square support 

vector machine with sigmoid, radial, and linear kernel functions; performance of 

Knn algorithm had no significant difference from the other models and the 

performance of the artificial neural network was average or appropriate. Also, the 

performances of the linear logistic regression and linear discriminant analysis 

were weaker than other nonlinear models.  

 

1 Introduction 
    Recent financial crises have made the financial systems vulnerable more than before. Firms with 

various sizes are suffering financial problems. Those problems influence financial institutions, 

stockholders, managers, employees, and governments; thus, it is important to predict financial distress 

of the firms. In turn, this critical corporate issue has become a major research area in the corporate 

finance field although different financial distress prediction models have been suggested using a variety 

of variables and prediction methods [10]. The datasets of the financial distress consist of the same 

number of financially distressed and healthy firms. But, it has been mostly ignored in the real world 
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conditions since the number of healthy firms is high in comparison to the financially distressed 

companies. Thus, scholars face imbalanced datasets in financial distress prediction. The issue of 

imbalanced data has been examined from two perspectives. First, acknowledging that financial distress 

prediction models can be used for an imbalanced data set as a representative of the real society, the very 

low frequency of the financially distressed companies reduces the predictability of the models. The 

second is the proposed corrective techniques to manipulate the imbalanced data sets and improve the 

accuracy of the financial distress prediction models. Although these views provide a basis for 

understanding this issue, the key question remain as to whether the imbalanced distribution of the 

classes disrupts the predictability of the models. The proportion of the data set may be imbalanced in 

financial distress prediction. Because in reality, the bankruptcy rate of the companies does not follow a 

specific rule. Datasets may present multiple imbalanced class levels that contain different proportions 

of financially distressed firms because of the irregular bankruptcy rates in the population, the rare 

bankrupt firms, and the lack of accessibility to these firms' information [84]. To assess whether a 

fiaaiii ll  distress prdditt ion�mllll ’s rr ddictinn aapaii lity is nnMMMMrr ,,, rrrr essigg tee imlll ccced 
proportion that significantly impairs the performance of the model becomes important. In addition, 

financial distress is an important issue that has a social cost.  

Although the issue of the imbalanced data has attracted the attention of the researchers ([59,73]), to 

date, the field of financial distress prediction lacks a perspective on the different proportions of 

imbalanced data sets and performance loss in the financial distress prediction models. The imbalanced 

data set is important in the field of financial distress prediction because in the real world, the number 

of financially distressed companies is much lower than that of healthy companies. As a result, the 

misclassification cost of the financially distressed companies will increase. Since the misclassification 

cost of financially distressed companies is higher than that of healthy companies, it is important to 

compare and select the best models for the financial distress prediction. So far, there has been a lot of 

research on financial distress prediction with balanced data sets and the number of the healthy and 

financially distressed companies has been equal; but, in the field of financial distress prediction, the 

issue of the impact of the imbalanced data sets with different proportions on the performance of a wide 

range of financial distress prediction models has not been considered. Although the research methods 

are improved to greatly enhance the prediction accuracy, the research objects of most literature merely 

focus on the balanced credit risk evaluation ([29,57]), which is different from the actual situation. 

Recently, the study on the class-imbalanced credit risk evaluation has become more and more popular. 

These studies generally considered that the number of risky companies was much smaller than those of 

normal corporations.  

If the samples of different classes were selected by the equal proportion, the performance of the models 

would be not only overestimated, but unsuitable for the actual situation ([80,22]). Therefore, to fill such 

a gap in this study, the performance of financial distress prediction models based on 6 scenarios from 

imbalanced data sets with different proportions of 50 / 50%, 60 / 40%, 70 / 30%, 80 /20%, 90 /10%, 

and 95 / 5% were investigated. In other words, the effect of increasing the proportion of imbalanced 

classes on the performance of financial distress prediction models was studied. For this means, 9 

financial distress prediction models based on the area under the ranking curve and significance in 

ranking financial distress prediction models using Friedman [33] and Nemenyi [68] tests were 

examined. Financial distress prediction models included linear discriminant analysis, logistic 

regression, and least square support vector machine with four different kernel functions, random forest, 

and the nearest neighbor algorithm. Besides, setting optimal parameters or hyper parameter has 
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important effect on the performance of the financial distress prediction algorithm. The selection of the 

inappropriate parameters of financial distress prediction models can lead to the over fitness and under 

fitness issues. Since little attention has been paid to the issue of selecting optimal parameters when 

creating financial distress prediction models and the default parameters have been mainly used, the 

combined method of grid search optimization and cross validation with number 5 was used in this study. 

This is one of the most widely used methods for selecting optimal parameters. The reason for using this 

method was its high computational speed and confidence about searching the whole parameter space 

rather than an approximate and exploratory search. There is also no need to specify a parameter to select 

the optimal parameters. Choosing a model that has high predictability for the imbalanced data sets is 

important for the investors and creditors because improving financial distress prediction models will 

imrr vve iss sstrr ,, rrdditors add oteeΔ stkkooolrrr ’’ ccciii ,,,,  ll timtt ely laadigg to tee inrressdd 
welfare of society. 

 

2 Literature Review 

2.1 Imbalanced Data Set 

   Classification performance of an algorithm is affected when the under study dataset is highly 

imbalanced ([15,18,6,21]). Traditionally, classification algorithms are driven to increase the predictive 

accuracy of the derived classifiers. However, maximizing the overall accuracy may not be the best 

approach in case of an imbalanced dataset. While maximizing the overall accuracy, a classifier focuses 

on the majority class as it has the higher weight in the data. As a result, the classifier can achieve a high 

degree of accuracy on the majority class and by extension on the overall dataset while performing poorly 

on the minority set. It is worth noting that identifying the minority instances is often of greater 

importance as in the case of rare diseases.  

In machine learning, classifiers are derived to minimize misclassification errors and thereby maximize 

prediction accuracy [15]. The underlying assumption in these classification methods is that the dataset 

under study has a roughly balanced number of instances per available class. In other words, it assumes 

that the prior probabilities of the target classes are similar [36]. However, in many real-world domains, 

such as medical diagnostics, most of the classification data tends to be skewed towards negative class 

value. Data is said to be imbalanced if at least one of the target variable values has a significantly smaller 

number of instances when compared to the other values. Class imbalance is especially prevalent in the 

models used to detect rare but important diseases such as autism spectrum disorder ([72, 73]). However, 

in many real-world domains, such as medical diagnostics, most of the classification data tend to be 

skewed towards the negative class value. Data is said to be imbalanced if at least one of the target 

variable values has a significantly smaller number of the instances when compared to the other values. 

Class imbalance is especially prevalent in the models used to detect rare but important diseases such as 

autism spectrum disorder ([82, 83]). 

 

2.2 Financial Distress Prediction Models Using Imbalanced Data Sets 
 

   The first researcher who studied bankruptcy was Fitzpartrick [32]. He adopted the univariate ratio to 

analyze the distinction between the successful enterprises and failed firms. With the development of 

economic globalization, the risk management gained for attention. By the 1960s, the focal research 

rr lll mm ff  tee finnnii ll  maaagmmttt  wss www to timll y ddd ccrrr ately vvll ttt e cmmiiii ss’ rikk. Aftrr  
that, the research on credit risk evaluation officially kicked off. Beaver followed the univariate analysis 

method to compare the distinction of financial ratios of the failure firms with those of normal companies 
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[11]. Altman used multivariate discriminant analysis more than once to build the discrimination model 

by multiple financial indicators [4]. Ohlson first applied regression model (logistic regression) to 

evaluate business credit risk [70]. Then, Zmijewski applied probit regression model instead of logistic 

regression [94]. These typical methods belong to statistical theories and econometrical models. After 

the 1990s, because the demand for risk management in the emerging credit market was increasing day 

by day and the artificial intelligence was rising, the risk management was brought into the new era. 

Since hypothesis conditions are relaxed, these intelligence models, such as artificial neural network 

(ANN) [46], support vector machine (SVM) [72], decision tree (DT) [91], and so on, are more suitable 

for the credit risk evaluation than the traditional statistical and econometrical models. Therefore, these 

intelligence algorithms were widely applied for credit risk evaluation. As a typical intelligence 

algorithm, ANN was first adopted by Odom and Sharda for bankruptcy prediction.  

They built a back propagation neural network with a three-layer and compared it with multivariate 

discriminant analysis. The result showed that ANN can effectively improve the prediction accuracy 

[69]. Then, the credit risk evaluation widely adopted artificial intelligence models to make the research 

[24, 45]. As in many other domains, nature-inspired algorithms were also successfully used for 

bankruptcy prediction [87]. In practice, the number of bankrupt companies is noticeably smaller than 

the number of non-bankrupt companies. However, this fact is frequently neglected in many papers and 

balanced data are considered in them. Methods for bankruptcy should definitely take into account this 

imbalance in order to prevent type I and II errors, according to which a non-bankrupt company is 

evaluated as bankrupt and vice versa. A few studies have already considered the issue of imbalanced 

data for bankruptcy prediction [87,55]. We explore the predictive capacity of bankruptcy models in 

imbalanced datasets. Data and their characteristics are the most crucial elements of any prediction model 

[5]. Conceptually, a dataset presents a class imbalance if it contains unequal distributions between 

classes. However, literature generally accepts that a dataset is imbalanced when one class significantly 

outnumbers another [44]. Although imbalanced datasets appear frequently in the classification field (as 

bankruptcy predictions), classification models tend to expect equal misclassification costs because it is 

the prevailing scenario. The models are designed to optimize the overall accuracy; they do not take into 

account the relative distribution of each class [61]. Such degradation of prediction, caused by the 

imbalanced distributions, occurs during the learning phase (training set); classification models tend to 

concentrate on the accurate classifications of the majority class, while ignoring the minority class; 

because classification rules maximize the overall prediction accuracy.  

That is, the decision (classification) boundary of the majority class tends to invade the decision 

boundary of the minority class [47]. As a result, in the prediction phase (test set), models often are 

biased toward the majority class; they accurately classify the majority classes but frequently misclassify 

the minority classes. Thus, the issue of imbalanced datasets originates from the learning phase, where 

tee clssii firr s’ prdditt inn rrr frr mccce is ii tt urddd, sscccially with�rggrrd�to�tee�mirrr ity ll ass.�
Although the imbalanced dataset issue has received attention by the scientific community to date, the 

bankruptcy prediction has lacked insights into the relationships among the imbalance proportion and 

the loss of performance [52, 73]. In the case of bankruptcy prediction and due to the limited instances 

in the minority class, an imbalance scenario is the representative of the domain since bankrupt firms are 

rare. Moreover, bankruptcy prediction domain presents two additional peculiarities that make it a rather 

a challenging task. On the other hand, samples are described by the financial attributes because they 

give g ’ igg ff  tee firm’’ fincccill  situtt i... Hwwvvrr , evnn tggggh ccch ttt a prssett  mjj or vvvttt ggss 
to predict bankruptcy and their importance may not be neglected, the fact that they can be manipulated 
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[76,19] may lead to a distortion that can be detrimental to the bankruptcy models. On the other hand, 

firms that follow similar paths in their deterioration may have different outputs. It is not uncommon that 

some firms acquire a sort of ability to allow them to survive more easily than others, while apparently 

their financial situation suggests no difference [25] in which some data points may appear as the (valid) 

examples for the bankrupt or non-bankrupt firms. In Weiss and Provost [88], it was found that the 

naturally occurring class distributions in the 25 data sets looked at, often did not produce the best-

performing classifiers. It was shown that the optimal class distribution should contain between 50% and 

90% minority class examples within the training set.  

Wilson and Sharda [90] provide a primary example: They use three sample proportions on the training 

set, including a balanced sample (composed of 50% failed and 50% non-failed firms) and two 

imbalanced proportions (20% failed and 80% non-failed firms; 10% failed and 90% non-failed firms) 

to analyze the prediction performance of the discriminant analysis and neural network methods. These 

authors find that prediction methods achieve better results, especially in the failed firms, when the 

training set presents a balanced sample. Therefore, in this study, a comprehensive study of the 

imbalanced data set and its effect on the performance of financial distress prediction models was 

conducted. The complexity of financial data in financial distress prediction may be exacerbated as an 

important factor in reducing the predictability of the models by adding the issue of imbalanced data was 

examined. Therefore, in this study, the complexity of financial distress prediction data in the context of 

imbalanced data sets. Since financially distressed companies are representatives of the minority class, 

the consequences of the misclassification cost of financially distressed companies include capital loss 

and the contagion effects. Misclassification of financially distressed companies can lead to the decline 

of the whole economy and its components, including employment and economic well-being [10]. In 

addition, some of them have compared the performance of these different prediction models [9]. 
 

2.3 Background and Literature Review 
     

Ever since Beaver [11] and Altman [4] first studied bankruptcy prediction, the classic paradigm of the 

sample selection for the bankruptcy models has been to choose balanced samples with available 

financial information, in which the proportions of the bankrupt and non-bankrupt firms are equal. 

Balanced samples can be produced using a popular technique known as the paired sample, in which 

data containing firms that eventually failed are usually paired according to the size, industry, or age 

criteria with the firms that did not fail [46]. This sample selection strategy provides a clear advantage, 

because it avoids class bias during the learning phase. The classifier maximizes the overall prediction 

regardless of the class distribution. However, the strategy also has a serious drawback for it does not 

represent the real-world proportion. Zmijewski [84] demonstrates that if failed and non-failed 

proportions do not represent the real world population, the sample selection bias may occur, leading to 

the underestimations of failed firms and overestimations of non-failed firms.  

Moreover, Ooghe and Joos [71] claim that samples of failing and non-failing firms should be the 

representatives of the whole population of the firms so that failure prediction models can be used in a 

predictive context, especially in the failed firms, when the training set presents a balanced sample. In 

addition, Mc Kee and Greenstein [62] investigated the capacity of three bankruptcy prediction methods 

in five highly imbalanced data sets and showed that the imbalanced sample distribution in the learning 

phase causes poor classification performances, especially for the bankrupt firms. Another frequently 

used machine-learning method for bankruptcy prediction is DTs. In a seminal paper about this method 

the authors compared DTs with discriminant analysis, genetic algorithms, and NN methods. Their 
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results showed that the DT method provides interpretable results [66], Other studies employing this 

method belong to Lee et al. [53] and Yeh and Lien [92]. In general, CBR is based on previous cases that 

created precedence for solving similar problems in the future. The models based on the CBR method 

mostly use the Euclidean distance and k-nearest neighbor method. CBR is more suited to smaller data 

samples and is similar to human decision making [51]. Even though an initial study [43] suggested that 

CBR is not a suitable method for the bankruptcy prediction, several later studies [1, 22, 55, 77] achieved 

results showing that the prediction performance was comparable with other ML methods. SVM gained 

popularity for the bankruptcy prediction in the late 2000s [56]. Several papers [20,30,64,65] compared 

the prediction accuracy of SVM with that of NN (and other methods) and the results of all those 

aforementioned studies suggested that the performance of SVM was superior. The advantages of using 

this method are, however, offset by the non-transparency of the model, which may be confusing for an 

audience unfamiliar with the machine learning [2].  

These baseline methods can be combined in several ways in order to boost the accuracy or to overcome 

certain shortcomings of the individual classifiers. There are two basic ensemble and hybrid approaches 

for combining different classifiers. The ensemble approach divides the initial problem into smaller sub-

problems, which are solved by individual classification algorithms. The results of the base classifiers 

are then combined. Multiple bankruptcy prediction models applied an ensemble approach [58]. The 

hybrid approach combines different classification techniques sequentially [8]; [30]. In contrast, Desai 

et al. [28], found that the neural network significantly outperformed linear discriminant analysis. 

Baesens et al. [9] used seventeen techniques, including two well-known methods such as logistic 

regression and linear discriminant analysis, and more advanced techniques such as least square 

supporting vector machine for eight sets of imbalanced data sets, although more complex techniques 

such as radial functions of the least squares of the support vector machine and neural network performed 

well in terms of AUC criteria; but, simpler classifiers such as linear discriminant analysis and logistic 

regression also performed well; however, inconsistent results were mostly observed in comparing 

financial distress prediction models. Aiming to compare tree decision models and multiple discriminant 

analysis, Gepp et al. [34] selected a sample of 200 companies with a proportion of 71% healthy 

companies and 29% financially distressed companies. They wanted to predict financial distress of the 

companies using step-wise variable selection technique. Their results showed that the decision tree 

model with 87.6% accuracy outperformed the multiple discriminant analysis with 84.5% accuracy. Kim 

[48] examined the financial distress prediction models of a sample including 66 companies with a 

proportion of 50% healthy companies and 50% financially distressed companies by the step-wise 

variable selection to predict the financial distress of the companies.  

The accuracy of the support vector machine was 95.95%, artificial neural network´s was 91.6%, 

multiple discriminant analysis´ was 72.6. %, and logistic regression´s was 80%. De Anders et al. [26] 

selected a sample of 122 companies, including 61 healthy companies and 61 financially distressed 

companies with the aim of improving financial distress prediction models, using the neural network and 

multiple discriminant analysis. Results showed the 76.03% accuracy of artificial neural network and 

74.87% accuracy of multiple discriminant analysis. Arieshanti et al. [7] selected a sample of 240 

companies with a proportion of 53% healthy companies to 47% financially distressed companies with 

the aim of comparing financial distress prediction models using stepwise variable selection method. 

Their results showed 70.42% accuracy of the support vector machine model and 71% accuracy of the 

artificial neural network. With the aim of presenting a new predictive variable selection method, Zhou 

et al. [93] selected a sample of 2010 companies with a proportion of 50% healthy companies to 50% 
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financially distressed companies using genetic algorithm method. Results showed the 89.42% accuracy 

of the support vector machine, 93.27% accuracy of the artificial neural networks, 77.88% accuracy of 

the multiple discriminant analysis, and 81.73% accuracy of the logistic regression. Iturriaga and Sans 

[42] selected a sample of 772 companies with the proportion of 50% healthy companies to 50% 

financially distressed companies to improve the artificial neural network using combined variable 

selection method of Gini coefficient. The results showed 75.6% accuracy of artificial neural network, 

50.67% accuracy of the decision tree, 71.72% accuracy of the multiple differential analysis, and 73.99% 

accuracy of the logistic regression.  

Rezaei and Tolaminejad [74] used ant colony optimization algorithm as a model for predicting financial 

distress and compared it with multiple discriminant analysis and Logit methods. After selecting 15 

predictor variables for 130 companies including 40 financially distressed companies and 90 healthy 

companies from 2005 to 2010, the experimental findings showed the highest accuracy of Logit, ant 

colony optimization algorithm, and multiple discriminant analysis, respectively. Stayesh et al. [79] 

examined the usefulness of random forest classifiers and the method of relief variable selection to select 

the optimal prediction variables. Experimental findings of 95 healthy companies and 95 bankrupt 

companies in Tehran Stock Exchange from 2001 to 2016 indicated the better performance of the random 

forests than the logistic regression. In addition, research findings showed the usefulness of the variable 

selection method in predicting financial distress. In other words, if the relief variable selection method 

is used, the mean accuracy significantly will increase while the first and second order error decrease. 

Namazi et al. [67] examined and compared the usefulness of different methods of selecting predictive 

variables in predicting financial distress of the listed companies in Tehran Stock Exchange. In this 

regard, 98 healthy companies and 98 financially distressed companies were selected and the 

performances of variable selection methods, including t-test, multiple discriminant analysis, factor 

analysis, relief, and support vector machine were examined and compared. The used classifiers also 

included artificial neural networks, support vector machine, and AdaBoost (boosting). Fallahpour and 

Eram [31] examined financial distress prediction using ant colony algorithm. Used classifiers included 

artificial neural networks, support vector machine, and AdaBoost (boosting). Statistical population of 

the study included 174 healthy and financially distressed companies in TSE. The predictor variables 

were selected based on the proportions that were the main predictor variables in the prediction model 

of the previous research. The comparative model used in this study was multiple discriminant analysis. 

The results indicated that the ant colony algorithm method has a significantly better performance than 

the multiple discriminant analysis method in financial distress prediction of the companies. Taking a 

new approach, Botshekan et al. [14] aimed to predict financial distress for selecting effective variables 

using the opinion of the experts and decision-making algorithms.  

For this purpose, they considered 29 random financial proportions for the financially distressed 

manufacturing companies based on the Article 14 of the Business Law and the same number of the 

healthy companies from the listed companies of Tehran Stock Exchange since 2006-2016, using the 

audited financial statements for one, two, and three years before the distress. In the end, they predicted 

financial distress by the support vector machine. The results showed that the suggested model in one, 

two and three years before the occurrence of financial distress has a better performance compared to 

the logistic and Altman regression methods. Rezaei and Javaheri [75] compared the neural network's 

predictability with the combined method of the genetic algorithm and artificial neural network. For this 

purpose, they selected a sample of 58 healthy companies and 49 financially distressed companies. In 

order to compare these methods, determination coefficient, MSE and RMSE were used. The results 

showed 97.7% accuracy of the artificial neural network and 100% accuracy of the combined method of 
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the artificial neural network and genetic algorithm in predicting healthy and financially distressed 

companies. Therefore, the combined method of artificial neural network and genetic algorithm was the 

best way to predict the financial crisis of the companies. Sarouei [78] examined the revenue of Springit, 

Zimsky, and Olsen models in the pharmaceutical and textile industries. Their results showed that in all 

three years, the used models in the textile industry outperformed the others. Ghasemi and Sarlak [35] 

examined the impact of the financial crisis on the financial transparency and conservatism in the 

banking industry. To this end, they collected data from 18 banks since 2011-2015. The results of a linear 

regression analysis showed the correlation and the impact of the financial crisis on the financial 

transparency and conservatism.  
 

3 Research Methodology 

   This study was quasi-experimental, using a post-event approach for applied goals. Theoretical 

foundations of the research were collected from Persian and Latin specialized journals and websites and 

the financial data were collected from Rahavard Novin and Tadbir Pardaz software and Codal website. 

In order to predict financial distress, the data of one year before the financial distress since 2007 to 2017 

was utilized. For predicting financial distress of the companies, the classification models, including 

support vector machine with four different kernel functions of random forest, artificial neural network, 

nearest neighbour, logistic regression, multiple discriminant analysis was used. In order to select the 

optimal parameters and improve the validity of the model, the results from the combined optimization 

method of grid search and cross validation of the number 5 was used so that 80% of the total data 

entered the training process each time and 20% of the total data entered the financial distress prediction 

test process. Sampling method was linear cross validation; thus, all data were tested. The arrangement 

of healthy and financially distressed samples was such that the proportion of healthy and financially 

distressed companies at any given time was equal to the above proportion for the total data. In the 

following section, for comparing the predictability of financial distress models, the area under the curve 

and for examining the significance of the performance difference of financial distress prediction models 

at 95% confidence level for six balanced and imbalanced data sets with different degrees, Friedman and 

Nemenyi tests were used. All models in this research were performed with Rapid Miner software and 

Friedman and Nemenyi tests with Xlstat software. 
 

Table 1: Feature of Imbalanced Data Sets 

Test 

set size 

 

Training 

set size 

Number of financially 

distressed companies 

Number of healthy 

 companies 

Number of    total            

companies 

Proportion of healthy to 

 financially  distressed 

 companies 

152 608 380 380 760 %50-%50 

152 608 304 456 760 %60-%40 

152 608 228 532 760 %70-%30 

152 608 152 608 760 %80-%20 

152 608 76 684 760 %90-%10 

152 608 38 722 760 %95-%5 

 

3.1 Data 

     In this study, six data sets with 760 company years and different proportions, including 50/50%, 

60/40%, 70/ 30%, 80/ 20%, 90/ 10%, and 95/ 5% were used, respectively. In order to create an 

imbalanced data set with the mentioned proportions, the Brown and Mues [17] method was used. First, 

380 healthy and 380 financially distressed companies were randomly selected; then, the first 380 

financially distressed companies were deleted and the same number of healthy companies were 
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randomly added so that the total number of the companies for the six imbalanced data sets always 

remained 760 companies. Table 2 shows the samples selection method in terms of financially distressed 

and healthy companies. 

 

3.2 Variables  

After studying the literature on financial distress prediction of the companies, 64 predictor 

variables were selected and the dependent variable was determined based on Article 141 of the 

Business Law, so that if a company was subject to Article 141 of the Business Law in a way 

that the company's accumulated losses exceeded half its capital, it would be regarded 

financially distressed otherwise healthy. Table 2 shows the list of 64 independent predictor 

variables and the ways of their calculation. 
 

Table 2:  Financial Ratios in Financial Distress Prediction 

Row Variable name Row Variable name Row Variable name 

1 NI/SE 24 S/FA 47 CL/TL 

2 NI/TA 25 S/SE 48 D/NI 

3 OCF 26 S/TA 49 EPS 

4 OCF/SE 27 SE/TA 50 EBIT/IE 

5 OCF/CL 28 SE/TL 51 EBIT/S 

6 OCF/IE 29 Size(log TA) 52 EBIT/TA 

7 OCF/S 30 TIBL/TL 53 FA/(SE+LTD) 

8 OCF/TA 31 TL/TA 54 FA/TA 

9 OCF/TL 32 WC/S 55 GP/S 

10 OCF/NI 33 WC/TA 56 IE/GP 

11 OCF/OI 34 (Ca+STI)/CL) 57 IE/S 

12 NI/GP 35 (R+Inv)/TA) 58 Inv/WC 

13 OI/S 36 P/S 59 Inv/S 

14 OI/TA 37 R/S 60 LTD/SE 

15 PIC/SE 38 Ca/CL 61 LTD/TA 

16 QA/CL 39 Ca/TA 62 MVE/TA 

17 QA/Inv 40 NI/S 63 MVE/TL 

18 QA/TA 41 CA/CL 64 MVE/SE 

19 R/Inv 42 CGS/Inv   

20 RE/Inv 43 CA/S   

21 RE/SC 44 CA/TA   

22 RE/TA 45 CL/SE   

23 S/Ca 46 CL/TA     

 

The definitions of the above predictor variables are as follows: 

CA: is current assets, NI: is net profit, Ca is cash balance, OI is operating income, CL is current liability, 

QA is quick assets, PIC is paid capital, R is receivables, EBIT is earnings before interest and taxes, RE 

is retained earnings, FA is fixed assets, S is income, GP is gross profit, SC is stock capital, IE is financial 

expenses, SE is stock equity, INV is inventories, STI is short term investments, TA is Total assets, LTD 

is long-term debts, TL is total debts, MVE is market value equity, WC is working capital, OCF is 

operating cash flow, D is dividend, TIBL is total interest liabilities. 

 

3.3 Overview of Financial Distress Prediction Models 

A large number of classification models have been designed to predict financial distress. None of the 
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classification models is significantly superior to other models [10]. In this study, nine classification 

models with different features were used. The two methods of logistic regression and linear discriminant 

analysis were derived from the concepts of statistical decision theory, although they rely on linear 

functions but have valid results. The other seven methods included artificial neural networks, random 

forest, nearest neighbor algorithm, and support vector machine with linear, radial, sigmoid, and multi-

nominal kernel functions that focus on the model learning process and have been developed to directly 

predict the   data and rely on nonlinear approaches for testing complex data sets. 

Linear discriminant analysis 

 

3.3.1 Linear Discriminant Analysis 

The LDA method is among the first ones used to predict bankruptcy [4]. It assumes that class-

conditional densities follow Gaussian distributions and that the distributions have a common covariance 

matrix [86]. When LDA is employed to discriminate between failed and non-failed firms, it needs only 

to estimate the distributions´ means and their common covariance; LDA creates a discrimination score 

(z-score) to distinguish two classes by combining explanatory variables on a linear function. The z-

score is computed as follows in Eq.1: 

𝑧 = ∑(𝑥𝑖𝑤𝑖 + 𝑐)

𝑛

𝑖=1

 (1) 

Where 𝑥𝑖 represents explanatory variables, 𝑤𝑖 indicates the discriminant weights, and c is a constant. 

Although LDA assumes Gaussianity on the class-conditional distributions and equal covariance 

matrices and these assumptions do not hold in corporate failure, it has been widely used for its 

robustness [10]. 

 

3.3.2 Logistic Regression 

    Ohlson [70] proposed LR to model the posterior probabilities of the classes, using linear functions of 

the independent variables, while ensuring that they sum to 1 and remain in [0,1] to provide a 

probabilistic interpretation. Similar to LDA, LR makes use of the log-likelihood ratio to assign a firm 

to either failed or non-failed classes; the log-ratio takes the form of a linear function. This method allows 

the use of non-lieerr  miii mum likll idddd do sstimtt e firm’’ rr bbiii litiss of failure uiigg a lggitt ic 
function based on the dependent variables, in this case, financial ratios. The LR method takes the 

following form in Eq.2: 

𝑧 =  
1

1 + 𝑒−(𝑤0+𝑤𝑗𝑥𝑗)
 

 

(2) 

Where, Xi are explanatory variables, Wi are the weights estimated using maximum likelihood 

estimation, and z is the score for a given firm. Although both statistical methods, LR and LDA, have 

similar forms in their discriminant functions, the estimation of their parameters is quite different. The 

LR method makes fewer assumptions than the LDA method and is generally considered, in statistical 

literature, to be a safer method. 

 

3.3.3 Neural Networks 

    The NN technique is a mathematical model that emulates the function of a human brain. It is an 

efficient model for statistical pattern recognition [12], providing a general framework for representing 
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non-linear functional mapping between sets of input variables and output variables. It is designed by 

establishing an architecture that connects neurons among layers. In this study, we focus on the 

multilayer perceptron (MLP), composed of three layers, and including an input layer composed of n 

neurons for input variables, a hidden layer composed of m neurons, and an output layer. Every neuron 

in the hidden layer is connected to every neuron in the input and output layers. We estimate the 

connectivity weights that is, the parameters of the NN representing the relevance of the connections 

between neurons-by a back propagation learning method. An NN model computes z-score that 

represents the failure probability of a given firm, as follows in Eq.3: 

𝑧 = 𝑔(∑ 𝑊𝑘𝑗𝑔

𝑀

𝐽=0

(∑ 𝑤𝑗𝑖 𝑥𝑖))

𝑑

𝑗=0

 

 

(3) 

Where g the activation function, 𝑥𝑖are explanatory variables; 𝑤𝑖𝑗corresponds to the weight matrix, 

including the bias term between the input node (i) and the hidden node (j); and  corresponds to the 

weight matrix with bias connecting the hidden node to the output layer. Since Messier and Hansen [63] 

introduced the NN method to the study of corporate failure, authors may have applied it because of its 

ability to learn complex nonlinear relationships and its good adoption to data. 

 

3.3.4 Random Forest 

    The random forest classifier is made of a group of decision trees, in which each classifier is generated 

using a random vector sampled independently from the input vector [16]. In RF, each tree is built from 

a bootstrap sample of the data and at each split; a random sample of predictors is examined. In the end, 

classification is determined by a majority vote for each case over the ensemble of classification trees. 

When constructing a tree, RF searches for a random subset of the input features (bands) at each splitting 

node and the tree is allowed to grow fully without pruning. Since only a portion of the input features is 

used and no pruning is required, random forest is computationally fast and simple with with a good 

performance. 

 

3.3.5 Support Vector Machines 

    The machine learning community has widely adapted the SVM, proposed by Boser et al [13] for data 

classification. An SVM classifier maps training vectors into a higher dimensional space, where it finds 

a separating hyper plane with a maximal margin. The attractiveness of the SVM method arises largely 

because there is no need to know the form of the high-dimensional mapping function; it is necessary 

only to know its inner product, such that any dissimilarity function, even a non-linear function that 

holds some mild coiii tinn aan ee eee..  Tii s fett ure is kwwwn ss tee kkrreel trikk”” ([36]; [81]). The 

classification capacity of the SVM relies on the ability to transform the input space into a more elaborate 

feature space in which the separability of the classes is enhanced in a margin-maximization condition 

that increases generalization capability by constraining the structure of the model. An SVM is defined 

as follows in Eq.4: 

MIN w .b. e =
1

2
 𝑤𝑡𝑤 + 𝑐 ∑ 𝑒𝑖𝑁

𝑖=1  

Subject to yi (w Ω(xi)+b)+ei-1≥0   ei≥0 
 

(4) 

eee r,, Ω (ii ) msss  trii ning vcctrr s to a high ii msss illll  aaaee; w is the weigtt  vcctrr ; b is tee ii as 
term; c is the penalty for the error; and 𝑒𝑖  is the slack variable [85]. When the optimal hyper plane 

separation between classes is built, a classification decision is given as follows in Eq.5: 
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𝑓(𝑦) = 𝑠𝑖𝑔𝑛(∑ 𝑦𝑖𝑝𝑖𝑘(𝑥, 𝑥𝑖) + 𝑏

𝑁

𝑖=1

 

 

(5) 

3.3.6 K-NN Algorithm   

    The nearest neighbor algorithm classifies the nearest data neighborhood by voting for the majority 

of k-data with high similarity. In this study, the criterion of similarity of Euclidean distance between 

data was used as follows in Eq.6: 

 

𝑑(𝑥𝑖, 𝑥𝑗) = ‖𝑥𝑖 − 𝑥𝑗‖ = [(𝑥𝑖 − 𝑥𝑗)𝑇(𝑥𝑖 − 𝑥𝑗)]1/2. 
 

(6) 

3.4 Area Under the Curve 
    Unfortunately, some of the most common performance appraisal metrics are suitable for evaluating 

the performance of a balanced data classifier but not for the imbalanced data. Accuracy rates, as the 

most common measure of performance appraisal in predicting financial distress, do not consider sample 

distribution. Imagine that 95% of the observations are in one class and the other 5% are in the other 

class. The prediction method has the accuracy of 95% because it focuses only on the prediction of the 

majority class. As a performance evaluation metrics, prediction accuracy rate suggests the accurate 

classifier but in fact, predicting the minority class is ignored. In accordance with the above points, it is 

necessary to modify the performance evaluation of the model and rely on the evaluation metrics that 

are not sensitive to the distribution of the sample. In this study, the metrics of the area under the curve 

was used to compare the performance of financial distress prediction models.  

 
Fig. 1: An example of ROC curves (x axis represents 1-specificity and y axis represents sensitivity) 

 

Many studies have used this measure to evaluate the overall performance of the classification models 

with imbalanced data for it is insensitive to the cost of misclassification and imbalanced distribution. 

Area under the curve provides a demonstration of the trade-off between a true positive (failed firms that 

have been correctly classified) and a false positive (failed firms that have been misclassified) [37]. The 

area under the curve can be easily used to compare two classifiers. The ROC curve for a classifier 

should be as far to the top left corner as possible, where its value will be close to 1. In Fig. 1, the 

classifier with the solid line outperforms the one with the dashed line. 



Razavi Ghomi et al.  

 

 

 
Vol. 7, Issue 3, (2022) 

 
Advances in Mathematical Finance and Applications  

 

[823] 

 

 

3.5 Statistical Comparison of Financial Distress Prediction Models 

   ee  ssdd rr immm’’’ s tsst [33] to compare the AUCs of the different classifiers. The Friedman test 

statistic is based on the average ranked (AR) performances of the classification techniques on each data 

set, calculated as follow in Eq.7: 

 

𝑥𝐹 
2 =  

12𝐷

𝐾(𝐾 + 1)
[∑ 𝐴𝑅𝑗

2 −
𝑘(𝑘 + 1)2

4

𝐾

𝑗=1

 ] , 𝑤ℎ𝑒𝑟𝑒 𝐴𝑅𝑗 =
1

𝐷
∑ 𝑟𝑖

𝑗
.

𝐷

𝑖=1

 

 

 

(7) 

 

Where, D denotes the number of data sets used in the study, K is the total number of classifiers, and rj
i 

is the rank of classifier j on data set i. x2 F is distributed according to the Chi-square distribution with k-

1 degrees of freedom. If the value of x2
F is large enough, then the null hypothesis that there is no 

difference between the techniques can be rejected. The Friedman statistic is well suited for this type of 

data analysis as it is less susceptible to the outliers [33]. The post-hoc Nemenyi test [68] is applied to 

report any significant difference between individual classifiers. The Nemenyi post-hoc test states that 

the performances of two or more classifiers are significantly different if their average ranks differ by at 

least the critical difference (CD), given by Eq.8: 

 

𝐶𝐷 = 𝑞𝑎,∞,𝐾√
𝐾(𝐾 + 1)

12𝐷
 

 

 

(8) 

 

In this formula, the value qa,∞,K is based on the student range statistic [68]. Finally, the results from 

iii mmm’’’ s sttt istic add tee Nmmyyyi tttt  ooc tssts rre ii sll yydd uii ng a modified version of Demsar 

[27] significance diagrams [54]. These diagrams display the ranked performances of the classification 

techniques along with the critical difference to clearly show any techniques which are significantly 

different to the best performing classifiers. 

 

3.6 Parameters Optimization with Combined Method of Grid Search and Cross Validation 

    Grid search is a display of search based on a defined subset of the optimal parameters space (hyper 

parameters). The reasons for using the grid search optimization method are as follows: There may not 

be enough confidence in using meta-heuristic optimization methods; because meta-heuristic and 

approximate optimization methods prevent the full search of parameters. Another reason is that 

computational time to find the values of optimal parameters is lower compared to other more advanced 

methods [52]; optimal parameters are determined using the minimum value (lower boundary) and the 

maximum value (upper boundary) and the number of the stages. The performance of each combination 

of parameters is evaluated using the area under the curve. 

The total procedure of selection stages of optimum parameters using the combined method of grid 

search optimization and cross validation is as follows: 1. k-1 combination of the parameters is selected, 

2. data is divided into K proportion in each trial, k-1 proportion is selected as a training set and the 

remaining proportion is selected as the model test set, 3.every combination of the parameters will be 

tested k times, 4. the average k of the area under the curve is obtained for each separate combination of 

the parameters, and 5. the average area under the curve of different parameter combinations are 

compared and the best parameters are selected. The optimum parameters are the ones which have the 
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best ranked performance measurement metrics. For increasing the reliability of the test set results and 

preventing overfitting and underfitting, the combined method of grid search optimization and cross 

validation with number 5 was used. The sampling method was linear cross validation; so, all companies 

were tested. For example, if the proportion of financially distressed companies to healthy companies is 

90 to 10, the proportion for each section will be also 90 to 10 and at each stage of the experiment, 80% 

of the companies will belong to the training set and the remaining 20% as the test set. For example, in 

determining the optimal parameters of gamma, if 12 different values are selected for each parameter, a 

total of 144 different combinations of parameters will be tested. If cross validation with number 5 is 

used, a total of 144×5 = 720 separate experiments will exist. Since determining optimal parameters 

plays an important role in improving the performance of classification models and classifier models are 

highly sensitive to the value of the parameters, the selection of optimal parameters is very important. 

Not much attention has been paid to the previous research on the parameters optimization of the 

classification models; so, in order to fill the existing gap, the optimal parameters of classifier models 

including least square support vector machine with 4 radials, sigmoid, linear, and polynomial kernel 

functions, neural network, random forest, and nearest neighbor algorithm with grid search optimization 

were used. 

 

3.6.1 Parameter Tuning 

  Although linear discriminant analysis and logistic regression do not require tuning specific parameters, 

a set of optimal parameters should be tuned for the other classification models. The linear, radial, 

sigmoid, poly nominal kernel, and least square support vector machine functions were used. Radial, 

sigmoid, and poly nominal kernel functions have two parameters of C and gamma, and the linear kernel 

function has parameter C. C and gamma kernel parameter have vital roles in the performance of the 

support vector machine ([39]; [81]). Therefore, the improper selection of these two parameters can lead 

to the overfitting and underfitting issues. However, there are few practical guidelines for determining 

optimal parameters. Hsu et al. [39] suggested practical guidelines for setting the parameters of the 

support vector machine using the grid search method and cross validation.  

The purpose of setting C and gamma parameters is to maximize the accuracy of the classification model 

for the unobserved data. The exponential growth of both C and gamma parameters is a practical method 

to set optimal parameters. In this study, the values of 2-5,2-3 ,2-1 ,2, 23, 25, 27, 29, 211, 2 13, and 2 15 were 

used for parameter C and the values of 2-15, 2-13, 2-11, 2- 9, 2 - 5, 2- 7, 2 - 3, 2, 2 3, and 2 5 were implemented 

for the gamma parameter. A total of 121 combinations of parameters were selected. The multilayer 

perceptron neural network was used with a single layer, the learning rate and the momentum rate were 

set from 0.1, 0.2, and 0.3; thus, a total of 9 combinations were set for the artificial neural network. In 

order to determine the optimal parameter number of the random forest trees with gain_ ratio criterion, 

28 values in the range of 10 to 1000 and the nearest neighbor algorithm with Euclidean distance 

criterion, 28 values of k parameter in the range of 1 to 1000 were tuned. 

 

4 Research Results 

    Tables 3-8 show the area under the curve of the financial distress prediction models for six different 

imbalanced data sets with different proportions of imbalanced classes. For each proportion of the 

imbalanced data, Friedman test and p value were shown to be correlated. In case of the existence of 

significant difference at 95% confidence level, the post-hoc Nemenyi [68] test was conducted for each 

imbalanced data sets. Financial distress prediction model which has the highest area under the curve 
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has the highest rank among other financial distress prediction models. For examining the difference 

significance in ranking financial distress prediction models, the performance measurement metric of 

the area under the curve was used. In the main imbalanced data sets, the performances of logistic 

regression and linear discriminant analysis were worse than the random forest, the least square support 

vector machine with radial and sigmoid kernel functions, and artificial neural network with the 

significance at the confidence level of 95%. There was low difference between financial distress 

prediction models. An increase in the ability of the financial distress prediction models, even a small 

percentage, can have future savings and significant benefits for the investors, creditors, and other users 

[38]. The higher the predictability of the model, the closer the average rank of the model will be to one. 

In the figures below, financial distress prediction models have been classified into different groups. By 

the pair comparison of the groups, the models that were not common between the two groups 

significantly differed in the statistical significance at 95% confidence level.  
 

Table 3: Dataset AUC with 50/ 50% Proportion 

Average 

rank  

Average Cross Validation Classification model 

5 4 3 2 1 

3.8 95.6 % 98.06% 96.98% 97.40% 92.66% 93.12% SVM (RBF) 

3.2 95.7% 98.11% 97.66% 97.14% 92.68% 92.95% SVM(Linear) 

3.6 95.9% 97.03% 97.47% 96.17% 92.87% 96.18% SVM(Sigmoid) 

6 94.5% 95.49% 96.43% 96.74% 91.49% 92.49% SVM(Polynomial) 

4.4 95.3% 97.74% 96.17% 95.51% 93.52% 93.64% Neural Network 

8.5 50.00% 50.00% 50.00% 50.00% 50.00% 50.00% LDA 

1.8 97.3% 98.02% 97.42% 98.61% 95.92% 96.39% Random Forest 

5.2 95% 96.96% 95.73% 94.64% 93.29% 94.22% KNN 

8.5 50% 50.00% 50.00% 50.00% 50.00% 50.00% Logistic Regression 

 

Table 4: Dataset AUC with 60/40% Proportion 

Average 

Rank  

 

Average 

Cross Validation Classification model 

5 4 3 2 1 

3 %96.1 93.62% 97.83% 94.82% 96.82% 97.43% SVM (RBF) 

3.2 %95.9 93.36% 97.69% 94.62% 96.11% 97.67% SVM(Linear) 

3 %96.3 93.27% 97.93% 96.17% 96.52% 97.46% SVM(Sigmoid) 

6.4 %92.6 88.85% 97.44% 90.49% 92.87% 93.45% SVM(Polynomial) 

4.2 %95.9 95.56% 96.23% 95.37% %95.90 96.31% Neural Network 

8.5 %50 50.00% 50.00% 50.00% 50.00% 50.00% LDA 

  1.2 %97.2 96.55% 98.05% 96.92% 96.67% 97.83% Random Forest 

6.2 %93.9 92.65% 94.45% 94.75% 92.46% 95.15% KNN 

8.5 %50 50.00% 50.00% 50.00% 93.29% 50.00%  Logistic Regression 

 

According to the tables 3-8 for the imbalanced data sets, the average ranked performance of the area 

under the curve of the Friedman test are shown. The best average rank of the area under the curve of 

the imbalanced data sets belonged to the random forest with the average rank of 1.8. When the data is 

imbalanced with lower proportions, 60%/70% proportion relates to the healthy companies and 

40%/30% proportion belongs to the financially distressed companies, respectively. Random forest had 

the best average ranked performance of the area under the curve with the Friedman test score of 1.2. 

Thus, in the case of balanced and imbalanced data sets with lower degrees, the best financial distress 

prediction models belonged to the random forest with higher consistency compared to the other models. 

With the increase in the imbalanced data intensity, so that 80%, 90%, and 95% of the companies are 
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healthy and only 20%, 10%, and 5% of the companies are financially distressed, respectively, the best 

average rank area under the curve belonged to the least square support vector machine with sigmoid, 

radial, and linear kernel functions with the average rank of 2.8, 2, and 2.9, respectively. Therefore, it 

can be assumed that in the case of balanced and imbalanced data with higher proportions, the best 

predictability was related to the random forest model; also, by increasing the proportion of the 

imbalanced data, the best predictability was related to the least square support vector machine followed 

by the sigmoid, radial, and linear kernel functions. 

 

Table 5: Dataset AUC with 70/30% Proportion 

Average 

Rank  

Average Cross Validation Classification model 

5 4 3 2 1 

2.8 % 96.3 96.60% 97.26% 93.31% 96.91% 97.64% SVM (RBF) 

5 % 94.2 92.82% 97.14% 94.35% 91.73% 94.78% SVM(Linear) 

3.4 % 95.9 95.51% 95.62% 94.68% 95.79% 97.91% SVM(Sigmoid) 

6.8 % 91.9 91.39% 94.93% 87.35% 91.83% 93.94% SVM(Polynomial) 

4.2 % 95.6 94.07% 96.60% 93.48% 96.12% 97.57% Neural Network 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00% LDA 

1.2 % 97 98.03% 97.37% 94.91% 96.95% 97.69% Random Forest 

4.6 % 95.1 95.88% 97.00% 92.67% 94.42% 95.46% KNN 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00%  Logistic Regression 

 

Table 6: Dataset AUC with 80/20% Proportion 

Average 

Rank  

Average Cross Validation Classification model 

5 4 3 2 1 

3.4 % 95.1 97.36% 89.95% %98.26 97.51% 92.24% SVM (RBF) 

3.4 % 95.1 98.48% 90.09% 97.50% 97.06% 92.30% SVM(Linear) 

2.8 % 95 98.50% 90.41% 95.94% 97.61% 92.60% SVM(Sigmoid) 

5.4 % 92.4 94.49% 83.84% 98.50% 95.96% 89.07% SVM(Polynomial) 

3 %95.2 96.34% 92.54% 97.83% 96.71% 92.68% Neural Network 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00% LDA 

4.4 % 94.1 95.31% 91.33% 98.40% 95.58% 89.64% Random Forest 

5 % 91.6 96.50% 84.59% 96.09% 90.58% 90.08% KNN 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00%  Logistic Regression 

 
Table 7: Dataset AUC with 90/10% Proportion 

Average 

Rank  

Average Cross Validation Classification model 

5 4 3 2 1 

2 %97.1 94.42% 98.98% 97.76% 96.43% 97.90% SVM (RBF) 

3.6 %94.3 85.99% 98.78% 92.21% 95.60% 98.95% SVM(Linear) 

4 %94.2 85.91% 98.69% 91.44% 96.17% 99.00% SVM(Sigmoid) 

5.2 % 92 81.04% 98.88% 91.48% 93.12% 95.57% SVM(Polynomial) 

4.6 %94.5 89.39% 97.71% 90.85% 95.70% 98.62% Neural Network 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00% LDA 

2.5 %96.8 94.54% 98.78% 97.47% 96.61% 96.51% Random Forest 

6.1 %86.1 85.38% 84.72% 92.21% 81.39% 86.94% KNN 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00% Logistic Regression 
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Table 8: Dataset AUC with 95% -5% Proportion 

Average 

rank  

Average Cross Validation Classification model 

5 4 3 2 1 

3.4 % 93.6 98.03% 84.12% 95.89% 94.56% 95.30% SVM (RBF) 

2.9 % 94.7 96.95% 90.03% 94.29% 95.57% 96.55% SVM(Linear) 

4.1 % 93.9 97.64% 89.36% 94.29% 92.93% 95.48% SVM(Sigmoid) 

4.7 % 87.5 98.52% 75.00% 87.33% 95.49% 81.19% SVM(Polynomial) 

3.3 % 95.1 99.21% 99.66% 95.66% 87.41% 93.57% Neural network 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00% LDA 

3.4 % 96 98.52% 99.66% 92.81% 94.17% 95.06% Random forest 

6.2 % 83.9 84.83% 86.74% 80.71% 93.63% 73.69% KNN 

8.5 % 50 50.00% 50.00% 50.00% 50.00% 50.00% Logistic Regression 

 

 According to the Fig. 2 for the balanced data set, the area under the curve of the random forest model 

was significant at 95%, outperforming the logistic regression and linear discriminant analysis models. 

With the data being imbalanced so that 40% proportion belonged to the financially distressed companies 

and 60% to the healthy companies as shown in Fig. 3, the average rank of the area under the curve of 

the least square support vector machine and sigmoid and radial kernel functions improved so that along 

with the random forest, it outperformed the logistic regression and linear discriminant analysis at 95% 

confidence level. With the increase in imbalanced data proportion from 70% to 30% according to Fig. 

4, it was observed that the average rank of the random forest model is still significantly better than the 

logistic regression and linear discriminant analysis.  

In that scenario, the lowest rank belonged to the support vector machine with poly nominal kernel with 

the average rank of 6.8 occurring among all imbalanced data sets, so that at 95% confidence level, it 

performed worse than the random forest. Thus, it can be hypothesized that for the low-intensity balanced 

and imbalanced data sets, the significant difference of the random forest with the logistic regression and 

linear discriminant analysis has been maintained. With the gradual increase in imbalanced data 

proportion from 50% / 50% to 70% / 30%, the area under the curve of the least square support vector 

machine with radial kernels improved from the average rank of 3.8 to 2.8, and a significant difference 

was created with logistic regression and linear discriminant analysis. Fig. 5 shows an imbalanced data 

set with the 80% proportion of healthy companies and 20% proportion of financially distressed 

companies. In contrast to the first three scenarios, the random forest was replaced by a support vector 

machine with a sigmoid kernel. It was also observed that by the gradual proportion increase of the 

imbalanced data from 50% / 50% to 80% /20%, the average rank area under the curve of the artificial 

neural network improved from 4.2 to 3 and there was a significant difference between the models of 

support vector machine with sigmoid kernel and artificial neural network and logistic regression and 

linear discriminant analysis.  

According to Fig. 6, with the increase of imbalanced data proportion from 90% to 10%, the best 

averaged rank of the area under the curve belonged to the least square support vector machine with 

radial kernel function. Thus, that model and random forest model significantly outperformed logistic 

regression and linear discriminant analysis. In the pre-scenario of the imbalanced data set with 

90%/10% proportion, a significant difference was found between the average rank of the support vector 

machine model and radial kernel with the imbalanced data sets with the proportion of 70% /30% and 

the random forest model with the balanced and imbalanced data sets and the proportion of 60%/40% 

and 70%30% in comparison with the logistic regression and linear differentiation analysis models. 

Finally, according to Figure 8, in the most imbalanced distribution of the classes, so that 95% of the 
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data belonged to the healthy companies and 5% belonged to the financially distressed companies, the 

best average rank of the area under the curve was for the least square support vector machine with the 

linear kernel function, significantly outperforming the logistic regression and linear discriminant 

analysis at 95% confidence level. 
 

 
Fig. 2: Average Rank Comparison at a 50/50% Split of Healthy/ Distress Observations. 

 

 

Fig. 3: Average Rank Comparison at a 60/40% Split of Healthy/ Distress Observations. 

 

 
Fig. 4: Average Rank Comparison at a 70/30% Split of Healthy/ Distress Observations. 

 

 
Fig. 5: Average Rank Comparison at a 80/20% Split of Healthy/ Distress Observations. 
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Fig. 6: Average Rank Comparison at a 90/10% Split of Healthy/ Distress Observations 

 

 
Fig. 7: Average Rank Comparison at a 95/5% Split of Healthy/ Distress Observations 

 

5 Discussions and Conclusion 

   In summary, it can be is concluded that for the balanced and imbalanced data sets in small scales (the 

first three scenarios), the random forest and the least square support vector machine with radial and 

sigmoid kernel functions and for the extreme scales, the imbalanced data sets (three second scenarios) 

of the least square support vector machine along with the linear and sigmoid kernels significantly 

outperformed logistic regression and linear discriminant analysis; also, the performances of the 

statistical and linear models, including logistic regression and linear discriminant analysis were weaker 

than nonlinear and intelligent models; although no significant difference was observed between the two 

models of logistic regression and linear discriminant analysis with intelligent and nonlinear models of 

the nearest neighbor algorithm and the least square support vector machine with poly nominal kernels. 

In general, the nearest neighbor algorithm showed moderate performance by the increase of imbalanced 

data intensity, so that it is not statistically significant from the other financial distress prediction models 

at 95% confidence level. Therefore, it is recommended to use random forest model, artificial neural 

network, and the least square support vector machine for the imbalanced data sets. 

In previous research, the issue of unbalanced data has not been received much attention and mainly the 

selected sample included the number of healthy and financially distressed companies in equal 

proportions; but, in practice, the number of healthy companies is more than the number of financially 

distressed companies. In other words, we are dealing with unbalanced data. The problem of unbalanced 

data leads to the skewness of classification models towards the majority class, and the ratio of healthy 

companies to financially distressed companies for specific industries or all companies always varies 

over different years; so, the classification models should be used which have maximum accuracy in 

forecasting financially distressed and healthy companies at the same time. According to the above cases, 

if in a specific industry or all industries in a certain year, the ratio of unbalanced data is 50% to 50%, 
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60% to 40% and 70% to 30%, it is recommended to use the random forest classification model for 

financially distressed companies prediction because it is less sensitive  than other classification models 

and has higher accuracy; but, for unbalanced data ratios with higher degrees including  80% to 20% and 

90%  to 10% and % 95 to 5% , it is suggested to use a the least square support vector machine 

classification model with radial, sigmoid and linear kernels, respectively. As mentioned above, the 

issue of imbalanced data causes the decrease of predictability of financially distressed companies and 

imposes high costs on the investors and creditors. Thus, applied suggestions for the further studies are 

as follows:  

1. It is suggested to use under sampling method that leads to the decreased number of healthy companies 

as the representatives of the majority, oversampling leading to the increased number of financially 

distressed companies as the minority class representatives, and combined method that leads to the 

increase of financially distressed companies and the decrease of healthy companies with a specific 

percentage. The most important methods of under sampling include clustering-based random under 

sampling method and the most important oversampling methods, including random oversampling and 

artificial oversampling of the minority class. 

2. Solving the problem of unbalanced data with cost-sensitive learning method: In this approach, the 

cost of misclassification for financially distressed companies will be determined more than healthy 

companies and will need to define a matrix for the cost of misclassification. Financially distressed 

companies will need defining a matrix for misclassification costs. More misclassification costs for 

financially distressed companies will improve the predictability of financially distressed companies, so 

it is suggested to increase the accuracy of financially distressed companies' prediction by defining the 

misclassification cost matrix for financial distress prediction models. 

3. Geometric mean criterion: It is suggested to evaluate the performance of the companies in financial 

distressed prediction models using the geometric mean criterion that simultaneously considers the 

accuracy of predicting healthy and financially distressed companies. This measure is obtained from the 

square of multiplying the accuracy of correct prediction of healthy companies by financially distressed 

companies and is basically a good measure to be used in evaluating the performance of the models with 

unbalanced data. 

4.  The power of classification models used in this research is suggested to be used for unbalanced data 

sets in other areas such as fraud. 
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