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Abstract 

The reconstruction of 3D images is always a difficult task for the researchers. The 3D reconstruction of 

the image is a core technique of various fields such as Computer graphics, computer vision, CAD 

systems, medical science, computer application, etc. Reconstruction of the 3D image allows us to gather 

the quantitative features of the objects such as the shape, size, and volume of the objects. The existing 

computer algorithms need spatial dimension information to make the distinguished inference from the 

given 3D image which is not always possible. This paper simplifies the 3D reconstruction of the image. 

This research paper introduced a novel algorithm for the representation of the Three Dimensional images 

into a textual form.  The syntactic approach is used for the extraction of the features of the image and 

these are called knowledge vectors. The knowledge vector consists of the direction information and 

length information. This a new approach in the field of image processing where images can be 

represented as a knowledge vector and it could be a great contribution in the field where security is a 

major concern. Further, the knowledge vector is used for the reconstruction of the 3D image. The 

performance of the algorithm is evaluated on the PASCAL 3D + and example-based Synthesis of the 3D 

Object Arrangements dataset. According to the obtained results, the proposed methodology is having 

better accuracy, and the processing time of reconstruction of the original 3D image is 1.02 Seconds. 

Single-pass is sufficient for reconstructing the original image. 
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Introduction 

The processing of Three Dimensional images is an important area of research in the field of 

image processing. Three-dimensional images always give more information compared to two-

dimensional images because of depth information. It’s always a difficult task to obtain a 3D 

image of a particular object. Therefore most of the researchers are working on the reconstruction 

of the 3D model using 2D images. (V. Blanz et al. 1999) proposed a photometric stereo method 

in which a minimum of two images would be taken under different lighting conditions to get the 

depth information. This is only possible when a large amount of dataset is available. But the 

computation cost of these methods is very high in terms of time complexity therefore it is not a 

popular approach for the reconstruction of 3D images. (B. K. Horn 1989) proposed a method 

with the name ‘shape and shading’ which requires only a single image for the reconstruction of a 

3D image. (I. Kemelmacher- Shlizerman 2011) worked on the concept that objects of similar 

types consist of common characteristics and features. In this approach, only reference depth 

information is required other than the original image to get the depth information from the 

image. These above-mentioned methods have their own pros and cons and these methods are 

based on the statistical approach. Statistical approaches are a good alternative if images are 

blurred or noisy but this approach could fail if the image is more complex and containing 

complex patterns. Therefore, for complex images, structural-based methods are a good choice.  

Taking consideration into that, this research paper introduced a novel algorithm that is based on 

structural pattern recognition techniques (T.Pavlidis 1977, Fu et al. 1974, J. Gips 1975). Most of 

the pattern recognition techniques will follow some basic steps: preprocessing, feature 

extraction, and finally classification which is represented in the following Figure. 1.  

 

Figure 1.General steps of Pattern recognition techniques. 

Feature extraction is always an important step of any pattern recognition technique and there 

are different feature extraction techniques are available in both statistical and structural pattern 

recognition. The proposed methodology is based on structural pattern recognition and we worked 

on representing the features of the image into a textual form which is a novel approach. The 

syntactic approach is used for the extraction of the features of the image and these are called 

knowledge vectors. Knowledge vector is nothing but it is a collection of strings and it consists of 

direction and length information. This is a new approach in the field of image processing where 

an image can be represented as a knowledge vector and further this knowledge vector is used as 

an input for the reconstruction of the input 3D image and a detailed description of the proposed 

method is explained further.  
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Objective and Motivation of the research  

Structural pattern recognition is a less explored by the researchers but this method is more 

suitable for understanding the complex pattern of the images and able to retrieve more specific 

information about the objects which are present in to the image. The main objective of this 

research is to understand the image in textual form and further reconstruct the original image 

using textual information. The proposed method is also provides the various statistics of the 

original and reconstructed image and this statistics could be helpful for further findings. 

Further, this paper is divided into the following section: section 2 describes the literature 

survey, section 3 describes the proposed methodology, section 4 describes the Dataset and its 

parameter and section 4 represents the results and section 5 represents the conclusion and future 

work. 

Literature Survey 

The traditional approach of 3D reconstruction requires multiple views of images. Reconstruction 

of 3D images using a single image is more appropriate comparatively and it is divided into two 

categories: Voxel-based and point cloud based reconstruction. Both methods are well explored by 

different researchers. (A. Dai et al. 2017) proposed a shape-based method for reconstruction. The 

authors had combined the 3d deep learning architecture with the 3D shape synthesis method. The 

deep learning-based method can infer the global structure of the image. (Tulsiani et al. 2018) 

proposed a method based on the neural network which considered the multiple views of the same 

image. (Choy et al. 2016) proposed a 3D reconstruction method using RNN which learned using 

2D images and later able to construct the 3D images and experiments were performed on 

synthesis dataset. (S. Tulsiani et al. 2017) proposed a method based on the projection of 2D 

images and produced a 3D reconstructed image. (G. Riegler et al. 2017) worked on the two 

different defects of voxels which are sparse information and complexity of computation. Authors 

had achieved better results compared to existing methods but still, there could be a scope of 

improvement. In the same way, many authors explored the reconstruction of a 3D image using 

point cloud-based methods. (Fan et al. 2017) was the first author who proposed the concept of 

point cloud-based 3D reconstruction. In this CD (Chamfer distance) and EMD (Earth Mover’s 

distance) was used as a loss function to train the model. (P. Mandikal et al. 2018) proposed a 

method with the name 3D-PSRNet which propagated the segmentation information to other task 

and used the Chamfer distance and location-based segmentation as loss function. (L. Jiang et al. 

2018) proposed geometric loss and conditional loss components based on geometric adverse 

loss. The geometric loss component ensures that the shape of the 3D reconstructed image is close 

to the original image and conditional adversarial is responsible for generating meaningful point 

clouds. (K. L. Navaneet et al. 2018) proposed 3D LMNet. In this also authors used the Chamfer 

loss function for the training of encoder and later used diversity loss function and latent matching 
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loss function for the mapping the vector of an autoencoder which solved the uncertainty of 2D 

inputs. (Chen Zhang et al. 2019) proposed a volumetric based method in which objects are 

refereed as a cuboids. This method is able to preserve the smoothness and cleanliness of the 

objects while reconstruction and able to reconstruct the hidden part which are back to the 

surface. (Bin Li et al.2020) proposed an algorithm with the name 3D-ReConstnet which creates 

an end to end 3D reconstruction network. This method used the concept of residual network for 

extracting the features from the image and Gaussian probability distribution used for the 

prediction of the point clouds.  This method is able to determine the 3D output from the 2D 

images and also able to reconstruct the 3D image even if the objects are self-occluded. Results of 

this method are satisfactory compared to existing methods. 

Most of the Researchers worked on 3D reconstruction techniques using machine learning-

based methods and every method have their pros and cons. considering this; inthe proposed 

methodology we used the syntactic approach for the reconstruction of the 3D image which could 

improve the 3D reconstruction based methods. 

Methodology 

In the above section, we discussed the available approach and their problems for the construction 

and reconstruction of the 3D images. Considering the problem of existing techniques we 

introduced a new methodology for the construction & reconstruction of the Three Dimensional 

images. The proposed methodology is working on the construction and reconstruction of the 3D 

images using the feature vector. The working diagram of the proposed methodology has given in 

Figure 2 and basically, it is divided into 3 parts and it is explained further: 

Knowledgeacquisition 

The first step is knowledge acquisition in which knowledge of extracting the features of a 

specific domain or application is acquired. This is the basic step of structural pattern recognition. 

Knowledge techniques are used to gather knowledge about the dataset and the environment in 

which the dataset is generated and it produces the knowledge base which contains a detailed 

description of the data.  In the second step domain/ application-specific feature extraction 

method is developed using the dataset and knowledge base.  

 Feature Extraction 

For extracting the features from the image, a syntactic approach is used in which the components 

of the image can be represented as a string. Features are extracted in such a way that it can 

reconstruct the original 3D image. For the extraction of the features of the image, different 

directions are explored in which a pixel could be present. For the scanning of the image for 

feature extraction, a 3X3X3 size of the sliding window is used and it is represented in Figure 3. 

The sliding window will start the tracing of the image from the initial pixel and continue until it 

will not scan the whole image. The preferred direction of scanning the image is the Right 
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direction(R) and further, the algorithm will scan the image in all possible directions. In a window 

of 3X3X3, there would be possibly 26 directions where a neighborhood pixel could be present. 

The scanning of the image continues until it will not scan the entire neighborhood pixel from the 

current position and at the same timeit will remove the pixel which is already scanned. If further 

no pixel is present then the algorithm will display the knowledge vector of that object and start 

scanning the other object if it is present in the image. The algorithm for extracting the feature 

vector from the image is given below. 

Algorithm 1 

Step 1: Start 

Step 2: Initialize a 3X3X3 window. 

Step 3:  Use the 3X3X3 window for scanning of the image andStart tracing the image from the 

starting position and find the initial pixel of the image (xi,yi,zi) which could be the Initial pixel of the 

first component of the image. 

Step 4: Trace the image in all possible directions to find the next connected pixel.  

Step 5: Repeat step 4 and simultaneously remove the scanned pixel until there exists any 

neighborhood pixel in any possible directions. 

Step 6: Print the feature vector which consists of the initial pixel position, the respective directions, 

and their length, the end pixel position. 

Step 7: Go back to (xi,yi+1,zi) and repeat step 4 to step 6. 

Step 8: Display the final feature vector of all the objects which are present in the image. 

 

It is possible that any of the neighborhood pixels is not present in the image. Therefore, it is 

possible that maybe one or two or more or the number of pixels is not present in the image. 

Considering this, these possibilities are divided into 8 different groups and this is represented in 

Table 1. 

Table 1. The 8 Possible groups 

Groups Number of pixels Eliminated 

Group P Nil8j 

Group Q One of the Corner Pixels is eliminated. 

Group R Any two corner pixels are eliminated. 

Group S Any three pixels are eliminated. 

Group T Any four pixels are eliminated. 

Group U Any five pixels are eliminated. 

Group V Any Six pixels are eliminated. 

Group W Any Seven pixels are eliminated. 

Group X All corner pixels are eliminated. 
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Reconstruction of the original Image using feature vector 

In the previous step, the knowledge vector of the image is identified which is nothing but 

features of the image. In this step, the feature vector is considered as an input and a novel 

algorithm is written which converts the knowledge vector into the image. 

Algorithm 2 

 

Step 1: Read the input knowledge vector of the image. 

Step 2: Identify the starting pixel of the first object using the direction and length code of the feature 

vector. 

Step 3: Read the present pixels in all the directions and set the pixel value as one. 

Step 4: Repeat step 2 & 3 until it will not read all the objects of the image. 

Step 5: Display the original image. 

 

Figure 2. Flow Chart of Proposed Methodology 
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Figure 3. Empty scanning window with size 3X3X3. 

Experiments setup and its parameters 

Two algorithms are implemented for the proposed work and both algorithms are implemented in 

python using the Anaconda tool. The experiments are done on an Acer laptop, 4GB RAM, 2GB 

NVIDIA Graphics card, 5 core processors, Windows operating system, and only one core is used 

for the computation. 

Datasets 

The efficiency of the algorithm is tested on two standard datasets. The datasets are the 3D Object 

Arrangements dataset and the PASCAL 3D+ dataset. An example-based 3D object arrangement 

dataset is a collection of different scenes, models, and textures. PASCAL 3D+ is a standard 

dataset for 3D object reconstruction and it consists of more than 3000 instances of each category. 

Evaluation Parameters  

To evaluate the performance of the proposed methodology some evaluation parameters are 

considered. The First parameter is Accuracy which means how accurately the algorithm can find 

the feature vector of the image and at the same time how accurately the algorithm can reconstruct 

the 3D image using knowledge vector.  

 The second parameter is Processing time it means the time which is required for the 

construction of the knowledge vector and reconstruction of the 3D image using the knowledge 

vector. Processing time can be calculated using the following formula: 

𝑃. 𝑇 =
1

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑜𝑓𝑡ℎ𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑢𝑛𝑖𝑡
                                                                                 (1) 

The third evaluation parameter is the number of passes which is required for reconstructing 

the original image using a knowledge vector. 

The otherevaluation parameters are Mean and standard deviation. Mean deviation is a 

statistical measurement that is used to find the difference between the actual value and the 

expected value.  The formula for mean deviation is as follows: 
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µ   =
∑ 𝑥𝑖𝑛

𝑖=1

𝑛
                                                                                                                                                 (2) 

µ= Mean of the Sample 

n= number of Samples 

xi= Each value of the Sample 

Standard deviation is used to measure the dispersion of the sample dataset from its mean value. 

The formula for Standard deviation is as follows: 

𝑆. 𝐷 =
√∑(xi − μ)2

𝑁
                                                                                                                                    (3) 

Here 

S.D = Standard Deviation 

xi= Each value from the Sample 

µ= the mean of Sample 

N = Size of the Sample 

 

Results 

Performance analysis of the proposed algorithm has been done using the mentioned evaluation 

parameters and the comparative analysis have been done on a collection of simple 3D images, 

PASCAL 3D+ Dataset, and  an Example-based 3D object arrangement dataset and the results are 

discussed below: 

Accuracy 

Accuracy is measured in terms of checking that how accurately a knowledge vector can 

reconstruct the original image and results are displayed in Table 2. 

Mean and Standard Deviation 

From each dataset randomly 200 images were selected for the testing of the algorithm.  

Minimum value, Maximum value, Total count, Mean, median, and standard deviation of the 

RGB components are calculated. Luminance and saturation minimum, maximum, mean, median, 

and standard deviation is also calculated. All the above statistics for sample images are 

represented in Figure4, 5,6 &7. 

Processing Time and Number of Passes 

The processing time of reconstruction of the original 3D image is 1.02 Seconds and the single 

pass is sufficient for reconstructing the original image. 
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Table 2: Original Image, Knowledge vector, and reconstructed images. 

 

<1,1,1>R▢D▢L▢U▢BU▢B▢R▢D

▢L▢U▢ *99▢ 99▢ 99▢ 98▢ 1▢ 98▢ 99

▢ 99▢ 99▢ 98▢<2,1,100><1,100,2>

B▢ *97▢<1,100,99><100,1,2>B▢ *

97▢<100,1,99><100,100,2>B▢ *97

▢<100,100,99> 

 

 

<1,1,1>R▢D▢L▢U▢BR▢BDR▢FD

R▢ *104▢ 104▢ 104▢ 103▢ 1▢ 51▢ 51

▢<104,104,2><2,104,2>BDL▢ *50

▢<52,54,52><104,2,2>BUR▢ *50▢
<54,52,52> 

 

 

 

<1,1,1>R▢D▢L▢U▢BU▢B▢R▢D

▢L▢U▢ *99▢ 99▢ 99▢ 98▢ 1▢ 98▢ 99

▢ 99▢ 99▢ 98▢<2,1,100><1,100,2>

B▢ *107▢<1,100,99><100,1,2>B▢
*107▢<100,1,99><100,100,2>B▢ *

107▢<100,100,99><50,50,50>R▢D

▢L▢U▢BU▢B▢R▢D▢L▢U▢ *10▢
10▢ 10▢ 9▢ 1▢ 9▢ 10▢ 10▢ 10▢ 9▢<1

00,100,99>  

 

Figure 4. Original image and its corresponding histogram, Image statistics of PASCAL 3D + Dataset. 
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Figure 5. Reconstructed image and its corresponding histogram, Image statistics PASCAL 3D + Dataset. 

 

 

Figure 6. Original image and its corresponding histogram, Image statistics Example based 3D object 

arrangement Dataset. 

 

Figure 7: Reconstructed image and its corresponding histogram, Image statistics of Example-based 3D object 

arrangement Dataset. 
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Discussion 

This research is carried out for adding a new method in the field of structural pattern recognition. 

This technique allows representing the simple and complex patterns which is not possible in the 

statistical pattern recognition. Algorithm is working pretty fine even if more than one objectis 

present in the image. For the evaluation of the proposed algorithm various evaluation parameters 

are used and which is discussed in the above section. The best part of this algorithm is processing 

time which is 1.02 Sec. Processing time is the time which is required for reconstructing the 

original image from the knowledge vector and single pass is sufficient for the reconstruction. 

Conclusion & Future scope 

In this research paper, we introduced a methodology for representing the image into a textual 

form and the reconstruction of the original image using the knowledge vector. Feature extraction 

and representation have been done using a syntactic approach and the same string is used as 

input for the reconstruction of the input image. Experiments are performed on 3D shapes as well 

as complex 3D images and results are outperformed. The size of the knowledge vector is large 

comparatively so the knowledge vector of complex images is not displayed in the result section. 

In the future, we can try to reduce the size of the knowledge vector, and classification techniques 

can be used for 3D object recognition. 
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