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Abstract 

Limited energy capacity, physical distance between two nodes and the stochastic link quality are 

the major parameters in the selection of routing path in the internet of things network. To 

alleviate the problem of stochastic link quality as channel gain reinforcement based Q-learning 

energy balanced routing is presented in this paper. Using above mentioned parameter an 

optimization problem has been formulated termed as reward or utility of network. Further, 

formulated optimization problem converted into Markov decision problem (MDP) and their 

state, value, action and reward function are described. Finally, a QRL algorithm is presented and 

their time complexity is analyses. To show the effectiveness of proposed QRL algorithm 

extensive simulation is performed in terms of convergence property, energy consumption, 

residual energy and reward with respect to state-of-art-algorithms. 
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Introduction 

The Internet of Things (IoT) is the network of physical objects-devices, vehicles, buildings and 

other items embedded with electronics, software, sensors and wireless network connectivity that 

enable these objects to collect and exchange data (Akyildiz IF et al. (2002), Kashyap, P. K. 

(2019) &  Kashyap, P. K., Kumar, S., and Jaiswal, A. (2019) ). Each of these smart device is 

uniquely identified by Internet address protocol (IP) to forward the data packet from source to 

destination (F. Bouabdallah et al. (2008)). The IoT has huge application in almost all the sectors 

of human being such as healthcare facilities, industrial organization, vehicular network, military 

operations, business organization and many more (Ishmanov F et al. (2011) & Ahmed AA and 

Mohammed Y, (2007)). These smart devices have limited battery power to perform complex 

computation and forward the data packet. Due to tremendous upsurge in the connected number 

of ubiquitous devices, there is large number of data packets travelled in the IoT network. So, 

there is need to choose the energy balanced routing path to forward the data packet so that 

lifetime of the network is improved.  

In order to support various complicated application, IoT nodes have to perform the reliable 

operation with their limited energy, computational resources and bandwidth effectively so that it 

reduce the time-delay for data transmission using shortest routing path, transmission errors and 

ultimately improve the lifetime of the network. In this regard software define network is 

combined with the IoT network that separate the hardware and software control operation 

efficiently to cope with the mentioned challenged (J. Zhou, et al. (2016)).  Therefore, dynamic 

routing rules for the IoT nodes provide novel data forwarding strategy, but lack in the presence of 

stochastic nature of channel path.  

Machine learning (ML) techniques have been extensively used in the IoT network to finding 

the optimal route for data forwarding in the recent decade (C. Guestrin et al. (2004),   Kashyap, 

P.K, Kumar, S. (2019), & A. Jaiswal et al. (2020)). Machine learning techniques provides 

learning ability to IoT network through experience, and reinforcement learning (RL) works on 

learning agent that improve its learning capability based on received rewards according to their 

taken action. By exploitation of their gained knowledge and exploration of the environment RL 

agent maximize its rewards (R. S. Sutton (2018)). Reinforcement learning techniques requires 

low computation resources with lower implementation efforts to output effective results with 

higher accuracy. The output of the system nearly optimal and has higher flexibility according to 

the changes in the environment without prior knowledge of the network. Thus, reinforcement 

learning and Q-learning are best suited techniques for routing approaches in the IoT network that 

build path with lower redundancy.        

T. Hu and Y. Fei (2010) have proposed Q-learning based algorithm QELAR for the selection 

of next hop in the routing path. The selection of next hop depends upon the residual energy and 

the node density of the adjacent node, so that lifetime of the IoT network is improved by evenly 
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distribution of the energy. N. Javaid, O. A. Karim, A. Sher, M. Imran, A. U. H. Yasar, and M. 

Guizani (2003) have proposed multi-sink path selection for the data transmission using the local 

information such as residual energy, physical distance to update the Q-function. W. Guo, C. Yan, 

and T. Lu (2019) have proposed delay-aware routing algorithm for the underwater sensor 

networks using Q-learning. The selection of the next hop is greedy one in the residual energy and 

minimum propagation delay evaluated through physical distance. Whereas in (Z. Jin, Y. Ma, Y. 

Su, S. Li, and X. Fu (2017)), source nodes broadcast the topology information in the network, 

then each node simulate the residual energy, distance between them and to the destination node 

and feed the information to evaluating the reward of the Q-learning function. Then, it creates a 

virtual topology route for the data transmission and finally data are sent from intermediate node 

to destination node. However, proposed algorithms have limited computation for constant hop 

length and fail in the stochastic nature of channel state information. Also, edge length of shortest 

path routing in the terms of graph is dynamic, which is taken as constant in the above proposed 

algorithms that are not in the case of real environment.  

Under these circumstances, there is need energy balanced routing algorithm based on 

reinforcement learning approach that include residual energy, physical distance and link quality 

of the channel for data transmission. The major contribution of the paper as follow: 

1) Firstly, system models consist of network setting, energy consumption with residual energy 

model and energy balanced routing problem in the IoT network is presented to bring out their 

primary functions. 

2) Secondly, an optimization problem is modelled according to Q-learning and Q-RL based 

energy balanced routing algorithm is presented. Further, time complexity of the presented 

algorithm is analysed.  

3) Finally, Extensive simulations are presented to check the effectiveness of the presented 

algorithm in terms of convergence rate, energy consumption, edge length and residual energy 

with respect to state-of-art-algorithms.  

The rest of the paper is divided into following sections. Section II described the system 

models used in the IoT network using graph approach. Section III explains the Q-learning based 

routing protocol in the IoT network. In Section IV, simulation and results are analyzed for the 

proposed algorithm and state-of-art-algorithms. Finally, Conclusion of this paper is presented 

along with future scope in the section V.  

System Model 

Network Setting 

We consider an energy-constrained Internet of Thing network that has finite number of sensor 

nodes, which are randomly deployed in a given monitoring area. Each node in the network can 
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only communicate with the neighbouring nodes that are within its transmission range. Data 

transmission from one node to another takes place in synchronised time slots. Here, it is 

considered that each data transmission from a source node to destination takes place by using a 

number of intermediate nodes present along the route in the network.  Each node has a single 

antenna, a finite battery which can be recharged periodically and works in a half-duplex mode. 

The wireless connection between nodes of IoT are affected by many factors, such as residual 

energy of node, physical distance, channel gain etc. that makes the edge length and network state  

of dynamic nature in many scenarios. Here, we represent the network as a graph G = (V, E, 

L)with stochastic edge length, where V is the set of vertices i.e. the sensor nodes and E = (eij), 

such that vi, vj ϵ V, is the set of edges and L represents the probability distribution of each edge 

length. An edge exists between vertices vi and vj in the graph only when node j is the neighbor of 

node i. The nodes in the transmission range of a node constitute its neighbourhood. The length of 

edge (vi, vj) is denoted as l(vi, vj) and is considered as a random variable. The channel between 

neighbouring nodes is assumed to follow quasi-static block Rayleigh fading model and the 

channel gain𝐺𝑖,𝑗  between neighbouring nodes vi and vj are modelled as Markov chain. The 

transition probability of 𝐺𝑖,𝑗from 𝐺1 𝑡𝑜 𝐺2at any time instant t is given as ϸ1,2
𝑖,𝑗

= 𝑝𝑟𝑜𝑏 (𝐺𝑖,𝑗
𝑡 =

𝐺2|𝐺𝑖,𝑗
𝑡−1 = 𝐺1 ) and is unknown to the network or sensors. 

 Energy Consumption and residual energy Model 

In IoT network, the energy is consumed for carrying out sensing, processing and communication 

(transmitting/receiving) activities. Out of these, data communication consumes most of the 

energy of a node so energy consumed for communication only is considered during routing. For 

simplicity, only the energy consumed for transmissions is accounted and energy spent for 

receiving is ignored as the idle and receiving nodes consume almost same amount of energy 

[20].According to the first order radio model presented in [20], for a message having b bits, the 

energy consumed for its transmission from 𝑣𝑖 to 𝑣𝑗   nodewith edge length l (𝑣𝑖, 𝑣𝑗) is calculated 

as 

𝐸(𝑏, 𝑙) = 𝐸𝑇(𝑙) + 𝐸𝑇𝑎𝑚𝑝
(𝑏, 𝑙)                                        (1) 

𝐸(𝑏, 𝑙) = {
𝑏∗𝐸𝑇+ 𝑏∗𝜀𝑓∗𝑙

2𝑖𝑓𝑙<𝑙0

𝑏∗𝐸𝑇+ 𝑏∗𝜀𝑎𝑚𝑝∗𝑙4𝑖𝑓𝑙≥𝑙0
                                                 (2) 

After data transmission residual energy𝑒ℎ
𝑟𝑒𝑠(𝑡)  of a node at any hop, at time slot 𝑡  can be 

evaluated as follow 

𝑒ℎ
𝑟𝑒𝑠(𝑡)  = min {𝐵𝑚𝑎𝑥, 𝑒ℎ

𝑟𝑒𝑠(𝑡 − 1) − 𝐸(𝑏, 𝑙)(𝑡) }                                  (3) 

Where𝐵𝑚𝑎𝑥  is the maximum battery capacity of a node, 𝑙0 =  √
𝜀𝑓

𝜀𝑚𝑝
is used for calculating the 

threshold distance (l0) which in turn is used to determine the power loss model to be used i.e. 
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whether to use free space model or multipath fading model. Free space model is utilized when 

the distance between sender and receiver is less than the threshold distance otherwise multipath 

fading model is applied for calculating the energy consumed for transmission purposes. 𝐸𝑇is the 

energy requirements of transmitter and receiver circuit, 𝜀𝑓and𝜀𝑎𝑚𝑝are the energy consumed for 

amplifying transmission in order to attain a satisfactory signal to noise ratio (SNR) and l is the 

communication edge length.  

 Energy Balanced Routing Problem in IoT 

The sensor nodes in the IoT network capture the desired data and forward this data to the 

destination node. Due to resource constraints in WSNs such as short communication range, 

limited processing potential and limited battery power, the source node, instead of 

communicating directly with the destination, communicates indirectly through its neighbours 

(multi-hop) as this leads to higher energy efficiency as compared to direct communication. In a 

multi-hop communication environment, routing algorithm is needed to find a communication 

path from source node to the destination node. Multi-hop communication overcomes the problem 

of energy inefficiency and short-range communication faced in direct communication but it 

steers imbalanced consumption of energy in the network (Khan, Tayyab, et al. (2019)) as the 

intermediate nodes deplete their battery faster while relaying the data of other nodes. The nodes 

in the vicinity of sink are the most affected ones. Therefore, the routing algorithm needs to find a 

path which balances the energy consumption of the nodes in the network so that all the nodes 

deplete their energy nearly at the same time which in turn results in increased network lifetime. A 

routing path rp in the network graph is defined as a sequence of distinct sensors in the WSN 

starting from source node and ending at destination node i.e. 𝑟𝑝 = (𝑣1, 𝑣2, … . . , 𝑣𝑛)such that 

𝑣𝑖 𝑎𝑛𝑑 𝑣𝑖+1are adjacent vertices for 1 ≤ 𝑖 < 𝑛and𝑣1=source node and𝑣𝑛=destination node. The 

path rp having 𝑛 sensor nodes has a length of 𝑛 − 1.The main aim of this paper is to find an 

optimal routing path between a source and destination node in order to minimize the total energy 

consumption and transmission delay for a reliable communication. 

Q-Learning Based Routing Protocol  in IoT 

In this section, we propose a Q-Learning based efficient routing protocol to find an optimal and 

reliable route from a source to destination node in order to reduce the total energy consumption 

and minimize the total transmission delay (based on shortest distance), which can ultimately 

improve the network lifetime. 

Problem Modelling 

The stochastic optimal routing-path finding problem is modelled as an MDP. Q-learning 

updating rules are used to learn an optimal policy. Here, the learning agent selects an action in 

order to interact with the environment (stochastic graph) to reach the next neighboring node in 
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the route, to get an optimal path from source to destination subject to maximize the expected 

reward obtained. MDP can be defined as follow: 

State ‘𝑆 ’:Each sensor node in the network and the corresponding channel gain towards its 

neighbor nodes is modelled as a state. The current sensor node in the routing path-finding 

process and current channel gain is considered as a current state.   

Action ‘𝐴’:All the out link neighbor nodes are considered in the action set of a state.  

Transition ‘𝑃’: The next state is determined by the action selection in current state. 

Reward‘𝑅’: Reward for a state-action pair (s, a) is calculated by using utility value which is the 

combination of nodes’ residual energy, edge length and nodes’ energy consumption and link 

quality. 

Definition 1- (edge length: distance between nodes): Following formula is used to compute the 

edge length between any two node 𝑣𝑖, 𝑣𝑗 . 

l(vi, vj)= √(xj − xi)2 + (yj − yi)2                                   (4) 

where (𝑥𝑖, 𝑦𝑖) and (𝑥𝑗 , 𝑦𝑗) are coordinates of node 𝑣𝑖, and𝑣𝑗respectively. 

Definition 2- (edge length based path): Data packet is transferred from a source node to 

destination through n-hops towards the destination node. The optimal routing path based on edge 

length is represented as 

Lh = min(lh, …+ lh+n−1)                                      (5)  

Where 𝑙ℎ is the edge length between two nodes at ℎ𝑡ℎ-hop. And, the path with minimum edge 

length guarantees that the transmission delay is minimum. 

Definition 2- (routing path based on energy):Data packet is transferred from a source node to 

destination through n-hops towards the destination node. The optimal routing path based on 

residual energy is represented as 

Eh
res = max(eh

res, …+ eh+n−1
res )                                    (6) 

Where 𝑒ℎ
𝑟𝑒𝑠 is the residual energy of transmitting node atℎ𝑡ℎ-hop.Residual energy of a node can 

be computed using Eq. (3). 

Definition 3- (routing path based on link quality): Data packet is transferred from a source node 

to destination through n-hops towards the destination node. The optimal routing path based on 

better link quality is represented as 

L_Qh = max(l_qh, …+ l_qh+n−1)                                   (7) 

Where 𝑙_𝑞ℎ is the normalized link quality at ℎ𝑡ℎ-hopand given as 

l_qh = Gi,j
t .

St

Stmax
                                         (8) 
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Where 𝑆𝑡 𝑎𝑛𝑑 𝑆𝑡𝑚𝑎𝑥  are signal strength at ℎ𝑡ℎ -hop and maximum signal strength. Thus, the 

reward (utility) obtainedfor transition from 𝑠𝑡(𝑣𝑖
𝑡, 𝐺𝑖,𝑗

𝑡 ) to 𝑠𝑡+1 (𝑣𝑖
𝑡+1, 𝐺𝑖,𝑗

𝑡+1) state after taking 

an action 𝑎𝑡at time slot t being at ℎ𝑡ℎ-hop can be computed as 

Rh
t = W1. eh

res + W2. l_qh −W3. lh − W4.E(b, l)h                                  (9) 

Where 𝑊1, 𝑊2, 𝑊3, and 𝑊4 are some prescribed positive weights(𝜖[0,1]) parameter which 

reflect the importance of residual energy, link quality, edge length and energy consumption 

respectively in calculation of reward, and 𝑗 = 1,2, … 𝐽  are number of neighbors for 𝑣𝑖
𝑡 . The 

weight parameters𝑊1 𝑎𝑛𝑑 𝑊3are closely related to each other, such that if 𝑊3 is set to zero, the 

presented model emphasize on the maximization of the residual energy in the routing path and 

transmission delay is ignored i.e., independent of number of intermediate hop. When 𝑊1is set to 

zero, the presented algorithm pays more attention in reducing the transmission delay of packet 

and ignores residual energy of the sensor node. Thus, in both above case lifetime of the network 

is not optimal because of tradeoff between𝑊1 𝑎𝑛𝑑 𝑊3 . Thus, we can adjust these parameter 

values according to our needs.       

To find an optimal routing path, the learning agent initially perceive the starting state , i.e., 

the source node and channel gain of the links towards its neighbors, and then selects an action 

using the current policy, till the agent arrives at the destination node. The state-value is updated 

using the temporal difference method. The updating rule for Q-learning is  

Q(st, at) = Q(st, at) + ζ(Rh
t + γ max⏟

a

Q(st+1, at+1) −  Q(st, at))                           (10) 

where, ζ ϵ [0,1] denotes learning rate, γ ϵ [0,1]is discount factor. Q-learning adopts ∈-greedy 

policy for action selection, i.e, it select optimal action having maximum state-value with 

probability 1-∈ and a random action with probability ∈. The main aim of the learning agent is to 

find an optimal policy 𝜋(𝑠𝑡) for selecting an optimal routing path.  The optimal policy 𝜋∗(𝑠𝑡) 

denotes the state-value which is greater than other policy’s state-value. The optimal routing 

problem can be expressed as 

rp =  argmax
{v1,v2,…vn}

lim𝔼[∑ γhRh
tn−1

h=1 ]                                                (11)  

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 − 

lh ≤ lh
max,   ∀ h = 1,2, … n − 1 

eh
res ≥ eh

res (min)
,   ∀ h 

l_qh ≥ l_qh
max,   ∀ h 

The formulated problem in (10) can be optimally solved by a Q-Learning method. The goal of 

proposed routing problem is to maximize the total reward over all routing paths starting at source 

node, such that rp ∈  𝜑 and𝜑 is the set of all paths in G starting from source node and ending at 

destination. 
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In routing process, each node in the network keeps a routing table which is used to select the 

next hop for the data transmission. The routing table contains the information about next possible 

nodes which can be reachable to all possible destinations in the network. This table is updated 

after each data transmission to store the information of node which is good for further data 

forwarding based on the obtained reward. 

Q-Learning based Routing Algorithm 

In this section, we present a learning based routing algorithm, particularly using Q-learning 

approach. 

Algorithm- QLRA 

1.Q-table Initialization 

2.Initialization of path set ᵽ 

3.D = 𝑣𝑛     # destination node 

4.Episode=0 

5.For Episode ≤  Episode𝑚𝑎𝑥 

6.𝑠𝑡 = 𝑣𝑖
𝑡 , 𝐺𝑖,𝑗   

𝑡 # current state at time slot t         

7.Sr= 𝑣𝑖
𝑡       # source node 

8.  ᵽ = Sr 

9.While Sr≠ 𝑣𝑛 

10. Action_set= neighbor nodes of Sr 

11. Z = Action_set/ ᵽ 

12. If Z is empty  then 

13. Break 

14. End if 

15. 𝑎𝑡 = ∈-greedy(Sr) in Z based for 𝑠𝑡 state    # action at 𝑠𝑡 

16. Obtain  𝑅ℎ
𝑡and𝑠𝑡+1 after ℎ𝑡ℎ-hop data transmission at 𝑠𝑡 state #Q-table Update 

17. 𝑄(𝑠𝑡 , 𝑎𝑡) = 𝑄(𝑠𝑡, 𝑎𝑡) + ζ(𝑅ℎ
𝑡 + γ 𝑚𝑎𝑥⏟

𝑎

𝑄(𝑠𝑡+1, 𝑎𝑡+1) − − 𝑄(𝑠𝑡, 𝑎𝑡)) 

18. 𝑠𝑡 = 𝑠𝑡+1 

19. ᵽ= ᵽ U Z 

20. End While 

21. Episode= Episode+1 

22. End For 

23. Final_route= ᵽ 

24. Return Final_route 

Initially, we initialize the Q-table with all zero values. After that current state 𝑠𝑡is observed. 

Based on the current state an action 𝑎𝑡 is selected from the available actions at 𝑠𝑡 (line no. 15). 

After executing the action, a reward and next state 𝑠𝑡+1 are obtained (line no. 16).  Using the 
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achieved reward, state-value 𝑄(𝑠𝑡, 𝑎𝑡) is updated (line no. 17). And now next state 𝑠𝑡+1 becomes 

current state. The algorithm converge either source node find a routing path to reach destination 

node or for the maximum number of episode. 

Time Complexity 

The time complexity of the Q-learning based routing algorithm mainly has three aspects: (1) the 

algorithm continues until it find destination node in the line no.9 i.e., number of intermediate 

node in the routing path is (𝑛 − 1). (2) Selecting an action (choose neighbor node) from the set 

of neighbors’ nodes subject to maximize the expected discount reward in the network. The set of 

neighbors is represented in the form of 𝑛 × 𝑛 matrix i.e., but for the single node (state) linear 

search apply on the single desired row takes 𝑂(𝑛) time in line no.10 to line no.15. Thereafter line 

no.16 to line no. 19 requires constant time to update the Q-value (3).The algorithm runs in worst 

case are equal to the number of episode until convergence (line no.5). Thus, overall time 

complexity of the algorithm is 𝑂( 𝐸𝑝𝑖𝑠𝑜𝑑𝑒𝑚𝑎𝑥(𝑛 − 1)𝑛)) = 𝑂( 𝐸𝑝𝑖𝑠𝑜𝑑𝑒𝑚𝑎𝑥(𝑛
2)). 

Results and Analysis 

In this section, firstly, the convergence performance of proposed Q-Learning routing algorithm is 

analyzed over learning trails and link quality in terms of steps until convergence and reward 

(utility) respectively. Secondly, comparative analysis of the proposed algorithm against Random 

learning algorithm and without (w/o) learning algorithm done with respect four metrics: 1) 

Reward (Utility) 2) Residual energy 3) Energy consumption 4) Edge length.  All these algorithms 

are simulated using same values of parameters for energy model and network conditions. 

Simulation Environment 

The simulation is carried out using MATLAB in a 100𝑚 × 100𝑚 square area having 50 sensor 

nodes are randomly distributed. The communication range and initial energy of all the sensor 

nodes set to be20 m and 0.5 J respectively.  The maximum bandwidth for each of the 

communication link in the network is 100Mbps. Without loss of generality, one source node and 

one destination node is selected randomly for the performance analysis of all the state-of-art-

algorithms. The others simulations parameters are shown in Table 1.  

Table 1. Simulation Parameters 

Parameter Value Parameter Value 

𝐵𝑚𝑎𝑥 (0. , 1 ) 𝑑𝐵𝑚 Initial Energy 𝑂.   𝐽 
  0.7   0.92 

𝐸𝑝𝑖𝑠𝑜𝑑𝑒𝑚𝑎𝑥 1000 ∈ [0,1] 

𝜀𝑓 3 𝜀𝑎𝑚𝑝 0.  

𝑆𝑡𝑚𝑎𝑥 50 dBm 𝑙_𝑞ℎ [2,12] 
𝑊1 0.7 𝑊2 0.  
𝑊3 0.3 𝑊4 0.  

𝐸𝑇 0.0  𝑛  0 

𝐺𝑖,𝑗 10 𝑑𝐵𝑚   
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Result Analysis 

1. Convergence Performance over Learning Trails 

 

Figure 1. Convergence performance over learning trails 

Figure 1 illustrates the convergence performance of the proposed QRL- based energy balanced 

algorithm over number of learning trails. It can be clearly observed from result, the RL agent 

takes 940 steps to converge for the first trails of learning rate thereafter it took less number of 

steps approximate 560 steps for the very less value of learning rateζ = 0.00 .The number of 

steps on average higher than 200 steps for the taking the value ofζ = 0.02, whereas the best 

performance to achieve convergence by the RL agent for the value ofζ = 0.0 . Thus, it is 

necessary to choose the learning rate with caution for convergence in small number of steps 

towards maximization of reward i.e. reduce the energy consumption and minimize the number of 

hop counts.    

2. Reward (Utility) over Link Quality 

 

Figure 2. Reward (Utility) over link Quality 
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Figure 2 illustrates that the reward (utility) of the proposed Q-learning routing algorithm 

with respect to link quality under different residual energy of the intermediate hops in the routing 

path. The link quality describes the nature of communication path between the sensor nodes. And 

further, link quality depends upon the residual energy of the intermediate hops. If the residual 

energy of the communicating nodes is high then the link quality is also better and vice-versa. It 

can be observed from the results, at the beginning, the reward of the proposed algorithm 

increases rapidly then become stationary as the value of link quality improves. This is because of 

the learning capability of the proposed algorithm to optimize the reward faster at link quality’s 

value 8. It is also worth to note down reward of the proposed algorithm cannot increase with 

further increase in the link quality. This is due to the fact other factors such as limited bandwidth 

and energy consumption in communication also increases and then affects the reward of the 

proposed algorithm according to Eq. (10). 

3. Comparative analysis of Reward (Utility) over Episodes 

 

Figure 3. Reward (Utility) over Episodes 

A comparison of reward (utility) between proposed QRL- based energy balanced algorithm 

and state-of-art-algorithm over number of episode is presented in the figure.3 using learning rate 

ofζ = 0.0 . it is clearly observed from the simulation results that Q-learning algorithm converges 

faster than random learning algorithm within 390 episodes. Whereas random algorithm’s utility 

converges around 580 episodes. This is due to the fact the proposed QRL algorithm uses 𝜖-

greedy technique to select an action rather than randomly selected any action for the current 

state-reward. Also, optimal learning policy helps in the selection of an action in QRL, which 

ultimately maximize the reward with less number of episodes. It is also worthy to note down that 

worst performance is shown by without learning algorithm. This is because of neither have 

learning policy nor any optimization technique involved in the process of reward maximization.  
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4. Comparison of Residual Energy over Episodes 

A comparison of convergence characteristic in the terms of residual energy between Q-learning 

and the state-of-art-algorithm is presented in the figure 4 using learning rate ofζ = 0.0 . It is 

clearly observed from the result as the number of episode increases residual energy increases for 

all the three algorithms and converges at 400 episodes. Further, it is noticeable that proposed 

QRL based energy balanced routing algorithm has higher residual energy about (0.87Joule) than 

other state-of-art-algorithm. This is because of the. QRL selects the next hop for the routing 

purpose based on optimal policy learning strategy subject to maximize the residual energy, better 

link quality and minimum distance. Whereas random algorithm select the next route based on 

minimum distance and does not consider residual energy of the next hop that in turns increases 

the overall energy consumption. And, the without learning based algorithm selects any hop for 

the routing randomly without considering the residual energy and minimum distance.     

 

Figure 4. Residual energy over Episodes 

5. Comparison of Energy Consumption over Episodes 

 
Figure 5. Energy Consumption over episodes 
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A comparison of energy consumption of the proposed Q-learning routing algorithm with state-of-

art-algorithms over number of learning episodes is shown in the figure 5. It can be observed from 

the results; at the start of learning episodes the energy consumption of the proposed algorithm is 

0.225 J and as the algorithm reached to 160 episodes it lower down the energy consumption at 

0.03 J. Further, proposed algorithm reached up to 400 episodes, the energy reduces to 0.025 J 

and consumption becomes stable. Whereas other state-of-art algorithm fails to optimize the 

energy consumption of the nodes involved during routing path. This is because of Q-learning 

algorithm uses ∈ -greedy approach for the selection of optimal policy, whereas Random 

algorithm selects any action randomly to obtain the reward. It is also noted down that the worst 

performance is shown by without (w/o) learning algorithm, because it does not have any learning 

policy and compute reward on the current situation of node’s parameters.     

6. Comparison of Edge Length over Episodes 

 

Figure 6. Edge Length over episodes 

A comparison of edge length of the proposed Q-learning routing algorithm with state-of-art-

algorithms over number of learning episodes is shown in the figure 6. The edge length describe 

the distance between the intermediate hops, smaller the edge length (Euclidean distance) 

corresponds to reduce the transmission delay and improves the also convergence speed of the 

learning based routing algorithm. The results shows that as the number of episode increases, the 

edge length of proposed algorithm reduces and stabilized about to 17 m within 400 episodes. 

Whereas edge length of random and without learning algorithms are fluctuates and fails to 

convergence. This is because of proposed Q-Learning routing algorithm at the initialization 

know the number of hop counts and also in learning phase ∈-greedy policy helps to compute less 

number of intermediate hops count and then compute the shortest distance edge length. It can be 

also observed that without learning based routing algorithm compute the edge length only on 

Euclidean distance formula according to Eq. (4) and nothing to do with learning and in turn fail 

to converge the edge length.   
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Conclusion 

In this paper, we handled the problem of energy balanced routing algorithm using reinforcement 

learning and proposed QRL algorithm for wireless sensor network. The link quality, residual 

energy, and distance between the two consecutive hops are used as parameter for selection of an 

optimal action subject to maximize the reward (utility). To achieve the objective QRL based 

energy balanced algorithm has been proposed and their time complexity is also analyzed to show 

the effectives of the proposed algorithm. It is also proved from the simulation results the 

proposed QRL algorithm converges faster than other state-of-art-algorithms. It is also notable 

from the simulation results that energy consumption and link quality and residual energy also 

improved compared to random algorithm and without learning algorithm. In the future, we also 

include the node density as another parameter to estimate the energy balanced routing path using 

deep learning techniques.  
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