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Abstract— Automating the processing of videos in 

applications such as surveillance, sport commentary and activity 

detection, human-machine interaction, and health/disability care 

is crucial to their correct functioning. In such video processing 

tasks, recognition of various human actions is a pivotal 

component for the correct understanding of videos and making 

decisions upon it. Accurately recognizing human actions is a 

complex process, demanding high computing capabilities and 

intelligent algorithms. Several factors, such as object occlusion, 

camera movement, and background clutter, further challenge the 

task and its accuracy, essentially leaving deep learning 

approaches the only viable option for properly detecting human 

actions in videos. In this study, we propose CoReHAR, a novel 

Human Action Recognition method that employs both deep 

Convolutional and Recurrent neural networks on raw video 

frames. Using the pre-trained ResNet152 CNN, deep features are 

initially extracted from video frames. The sequential information 

of the frames is then learned using DB-LSTM RNN. Multiple 

stacked layers in forward and backward passes of the DB-LSTM 

provide increased network depth for higher accuracy. A number 

of techniques are also applied to improve CoReHAR’s processing 

speed on heterogeneous GPU-enabled systems. The proposed 

method is evaluated using PyTorch, and is compared to the state-

of-the-art methods, showing a considerable efficiency increase, 

with nearly 95% recognition accuracy measured as an average 

over all splits of the challenging UCF101 dataset.  

Keywords— Human Action Recognition; Deep Learning; 

Convolutional Neural Network; Recurrent Neural Network, Data 

Augmentation. 

1.  INTRODUCTION  

The ability to recognize and distinguish among human 
actions in videos has widespread appccciii ons nn todyy’s soii ll  
and technical life. Surveillance and security cameras are 
everywhere, and news feeds are hardly spread without an 
accompanying video. As the most influential means of 
communication and socialization, videos are also very popular 
in social networking platforms. Much valuable information can 
be retrieved from videos, elevating security at social and 
national levels, saving and enhancing peop’’’s lvv,,,  nnd 
increasing productivity in jobs.  

With videos being the primary information source for 
computer vision (CV) applications, a mcchnn’’s ability to 
recognize specific activities in a video stream (a.k.a action 
recognition, and human action recognition or HAR, when the 
actors are human), is pivotal to many real-life CV applications. 
To name a few, we can point to public and private security, 
area surveillance, IoT and smart fields, video  information 
retrieval, human motion analysis and synthesis (for robotics, 
autonomous vehicles, and man-machine interaction), sports 
analysis, health/disability care, and gaming / entertainment [1]. 
With such a wide application spectrum, human action 

recognition is proven to be an integral part of computer vision 
research [1, 2].  

Obviously, any manual extraction and analysis of such big 
data mines is out of equation, while even AI-enabled 
computing systems are challenged by the sheer volume, variety 
and production velocity of such videos. This is in addition to 
the inherent complexities of action recognition algorithms, and 
intra-class variation of human actions. Beside data and 
algorithmic complexities, HAR faces numerous challenges due 
to various adverse factors in real-world situations. Lack of 
annotations, similarity of visual content, capture noise, view 
point and camera movements (w.r.t. the actor), object 
occlusion, scaling, gesture variation, and variable imaging and 
lighting conditions are some of those factors, primarily 
stemming from field conditions and equipment technical 
limitations [3]. The main challenge in HAR is to come up with 
a representation of actions that provides both proper distinction 
among different actions, and accurate classification to detect 
actions of the same kind in the presence of adverse video 
conditions.  

State-of-the-art automatic HAR algorithms [4, 5] 
remarkably reduce human load in analyzing large-scale video 
data [1]. With the emergence of deep-learning AI approaches, 
even more complicated features and concepts of a video stream 
can be extracted with significantly higher accuracy. While 
classical methods have struggled for accuracy, modern deep 
learning approaches such as Convolutional Neural Networks 
(CNN) and Long Short Term Memory (LSTM) Recurrent 
Neural Networks (RNN) greatly contribute to the success in 
image/video classification and voice recognition [6-8] . 
Modern computing platforms such as those with GPU-enabled 
hybrid processing, further enhance our experience by 
improving the time complexity and scalability of the 
algorithms, while providing real-time processing capabilities. 

In this study, we propose a new method for HAR, called 
CoReHAR, which processes only raw video frames using a 
pre-trained CNN called ResNet152 and a Deep Bidirectional 
LSTM Network (DB-LSTM). The implementation results 
using the UCF101 dataset show that the proposed method has a 
high performance in HAR in terms of accuracy and speed.  

The rest of this paper is organized as follows: Section II 
provides an overview of previous related work. Section III 
presents the proposed deep learning architecture. The 
implementation details are laid out in Section IV, and 
experimental results are reported and analyzed in Section V. 
Finally, Section VI provides conclusions and suggestions for 
future enhancements. 

2. RELATED WORK 

In this section, we classify and overview state of the art 
video-based human action recognition methods.  We start by 
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covering classic models, such as those using spatio-temporal 
methods or holistic representations. Since classic models prove 
incompetent in differentiating complex actions in videos, deep 
learning models with their high classification accuracy are 
investigated next.   

2-1. Classic Models 

Classic models are based on handcrafted features and 
typically use local ones. There are generally two main classical 
approaches [9]. Early methods such as [10] use simple body 
representation models based on optical sources. Such methods 
are inflexible in facing challenges such as viewpoint movement 
and video disturbance. A number of other classic methods use 
holistic representations as a global representation of the human 
body and its movements [11]. Holistic representation methods 
such as Space-Time Volumes (STVs) were first introduced in 
[12] . In these methods, a three-dimensional space-time volume 
is obtained by stacking the image of the person, i.e., the 
foreground areas where the person is, in the direction of the 
time dimension. This type of representation uses a three-
dimensional space (x, y, t) to represent objects, people, and the 
relationship between spatial and temporal information. The 
basis of identification methods using space-time is built on 
measuring the similarity of two different three-dimensional 
spaces. Instead of creating a three-dimensional space for each 
action, a two-dimensional pattern image is used for 
representing the action. Motion-Energy Image (MEI) binary 
image and Motion-History Image (MHI) numerical value 
image are examples of such pattern images [11]. Obviously, 
holistic representation methods can only learn a general pattern 
of the action and are unable to detect much of the details. To 
address this issue, some methods use local features [13]. 

Many studies have tackled action recognition problem by 
extracting spatio-temporal features [14, 15]. One of the basic 
spatio-temporal models is presented in [16], which provides a 
method for extracting key spatio-temporal points, i.e., regions 
of the image that are prominent and sudden changing regions in 
both space and time dimension.  

A better approach is to use dense optical flows and classify 
such flows into motion bubbles [17]. Obviously, such a process 
tends to be very costly and time-consuming, despite yielding 
significantly higher accuracy [18, 19]. In most optical-flow-
based methods, video representation is created using the bag of 
words (BoW) model and Fisher vector coding[20]. The authors 
in [20] present the use of a dense sampling method to create a 
dense trajectory. This technique fuses several different features 
with a particular structure, and is one of the strongest methods 
among the classic models. Despite being very slow, this 
technique is highly accurate, when compared to early deep-
learning HAR solutions, and is considered as a base classical 
method.  

Despite relatively acceptable performance of handcrafted-
features-based approaches, research has recently been more 
interested towards the use of deep learning models, due to 
several challenges faced by classical approaches, including low 
accuracy and little flexibility in intra-group variations of 
actions. 

2-2. Deep Learning Models 

Deep learning models can extract more complicated 
concepts from videos by considering frame sequences. Many 

efforts have been made to involve the time information 
available in the video into CNN models, including the work in 
[21]. Deep-learning action recognition methods can be grouped 
in two categories: two-stream networks and space-time 
networks. Most existing deep-learning HAR methods use two-
stream networks [22], one stream for spatial information and 
the other for inter-frame motion information. In [22], the 
frames are fed into a two-stream network with two inputs. The 
raw frame images are fed into the spatial stream, and the 
optical flow images are fed into the temporal stream.  

Three-dimensional CNNs are examples of space-time 
networks introduced by Ji et al. [23]. Other space-time 
networks such as Recurrent Neural Networks (RNN), including 
LSTM, have also been used to incorporate temporal 
information into the video [24, 25]. 

In [26], the authors propose a recurrent two-stream spatial-
temporal attention network for video-based human action 
recognition. They apply the developed spatial-temporal 
attention in the feature learning process, reaching up to 96% 
accuracy on the UCF11 dataset. In another attention based 
work, the authors in  [27] use a dual-attention network 
(STDAN) architecture, which combines convolutional LSTM 
and fully-connected LSTM. Moreover, PCA is used to 
condense video-level features to low-dimension vectors. This 
work reports a 91% accuracy on split 1 of the UCF101 dataset, 
when combining STDAN with RGB difference method.  

In [28], the authors propose an effective approach for 
spatiotemporal networks(3D ConvNets). They showed that 
C3D can model appearance and motion information 
simultaneously and outperforms the 2D ConvNet features on 
various video analysis tasks. 

In [29], a motion vector CNN is proposed to accelerate 
deep learning speed for action recognition. To improve the 
recognition performance, the authors have developed three 
knowledge-transfer techniques to adapt the models of optical 
flow CNN to motion vector CNN, significantly boosting the 
recognition performance of the latter. In [30], DTMV-CNN is 
proposed to enable knowledge transfer from optical flow 
domain to motion vector domain. Performance of DTMV-CNN 
on three challenging datasets verifies the effectiveness of the 
training approach, and shows significantly higher performance 
compared to an MV-CNN, when trained from scratch. 

The authors in [31] proposed an action recognition 
framework by utilizing CNN frame-level deep features and 
processing them through DB-LSTM. First, deep features are 
extracted from every sixth frame of the video, then the 
sequential information among frame features is learnt using 
DB-LSTM network.  

Khalid and Yu [32] presented a multi-modal three stream 
network to utilize human body poses along with RGB frames 
and optical flows for action recognition. The complementary 
behavior of RGB, optical flow and pose is observed and 
analysed in their experiments. A major drawback in two-stream 
approaches is that the motion information is processed 
separately from the visual information. Compared to the two-
stream approaches, both 3D and recurrent networks 
demonstrate high processing volumes and have a high number 
of training parameters, hence the need for very large datasets 
for training. Since the production of such video datasets is 
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onerous and costly, there is a need for methods that can 
optimally incorporate temporal information into the processing 
without requiring large training datasets. The method presented 
in this paper incorporates temporal information appropriately 
into processing while requiring less training data compared to 
spatio-temporal networks. A list of techniques and their 
accuracy is presented in Table 1. 

3. THE PROPOSED HAR ALGORITHM 

In this section, the proposed CoReHAR Model and its 

main components are discussed in detail, including the 

recognition of an action from the sequence of frames in video 

using DB-LSTM and features extraction through CNN for 

video frames using transfer learning. In deep learning, the 

processing model includes neural networks, the most 

important and widely used of which are convolutional neural 

networks and recurrent neural networks. We use these two 

deep neural networks subsequently in the proposed method. 

The model consists of two major sections: in the first section, 

a CNN is used for categorizing images and videos. The second 

section is a bidirectional RNN.  

The motivation behind this idea is to improve the action 

reoognttoon’s mmme nnd m. mo.y oonsu. pooon. For hh..  we uust 
use raw video frames and not to employ optical flow and 

motion vectors. Moreover, using the pre-trained ResNet152 

CNN and DB-LSTM make paired with data augmentation and 

proper selection of input parameter values, make action 

recognition more accurate, efficient, and stable. In addition, the 

feature extraction step requires acceleration, which we propose 

doing it using multithreading.  
Pretrained CNNs for feature extractionThe initial role of the 

CNN is to extract the desired features from each video frame, 
producing a feature vector whose dimensions are reduced after 
removing the undesirable features. Training a deep learning 
model to display images is a demanding process with heavy 
computations. The model requires thousands of images to be 
properly trained and become ready to act, plus a high 
processing power to execute functions such as adjusting the 
CNN model weights.  

To avoid unnecessarily long delays due to training, we use 
learning transfer where a pre-trained model is employed.  We 
use a pre-trained CNN network named ResNet. Residual 
networks (ResNet) [33] were proposed as a family of multiple 
deep neural networks with similar structures but different 
depths. ResNet introduces a structure called residual learning 
unit to alleviate the degradation of deep neural networks. This 
un’’’s structure is a feedforward network with a shortcut 
connection which adds new inputs into the network and 
generates new outputs. The main merit of this unit is that it 
produces better classification accuracy without increasing the 
complexity of the model. We select ResNet152 as it achieves 
the best accuracy among ResNet family members [33]. Fig.1 
illustrates the basic architecture of ResNet152. 

TABLE 1 . COMPARISON OF VARIOUS ACTION RECOGNITION TECHNIQUES 

Paper Year Method 
Accurac

y (%) 
Dataset(s) 

Fernando et al. [21] 2016 Rank pooling CNN 87 UCF-sports 

Simonyan and 
Zisserman [22] 

2014 Two-stream CNN 
88 UCF-101 

59.4 HMDB-51 

Ji et al. [23] 2012 3D Convolution 90.2 KTH 

Du et al. [24] 2015 
HBRNN-L 

(skeleton based) 
94.49 (MSR Action3D) 

Srivastava et al. [25] 2015 LSTM autoencoder 
75.8 UCF-101 

44.1 HMDB-51 

Dai et al. [26] 2020 
Two-stream LSTM(optical 

flow +  attention) 

76.3 HMDB-51 

98.6 UCF-sports 

Zhang et al. [27] 2020 STDAN + RGB difference 
91 UCF-101 

60.4 HMDB-51 

Tran et al. [28] 2015 C3D generic descriptor 90.4 UCF-101 

Zhang et al. [29] 2016 EMV+RGB-CNN 86.4 UCF-101 

Zhang et al. [30] 2018 DTMV+RGB-CNN 87.5 UCF-101 

Ullah et al. [31] 2017 DBLSTM+CNN 91.21 UCF-101 

Khalid and Yu [32] 2019 Three-stream CNN GT pose 83.1 HMDB-51 
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ResNet152 consists of 152 layers, including 150 
convolutional layers, a pooling layer and a fully connected 
layer. It is pre-trained on a very large ImageNet[34] dataset 
with over 15 million images. In very deep architectures such 
as ResNet and its variants, the number of learnable 
parameters increases with depth. This increases the 
computational overhead, and as a result, reduces the speed of 
network training and learning. To avoid this problem, a 
technique called bottleneck is used in ResNet architecture, 
where the number of feature maps is reduced, while the 
dimensionality is increased. After the first two layers in 
ResNet, the input space is compressed from 224x224 size to 
56x56. The input blocks are then presented to three layers of 
convolution for processing. Batch normalization is a 
technique for improving the performance and stability of 
neural networks, which is applied to the input blocks in each 
layer. The idea is to normalize the input of each layer with 
mean and variance. By normalizing data, learning and error 
rate reduction are performed faster.  

After normalizing the batches in each layer, the ReLU 
nonlinear activation function is used, which better updates 
the weights in the layer. These updates reduce the 
computation overhead and further improve the learning time. 

3-1. Deep Bidirectional LSTM 

Video contains sequential data in which movements are 
displayed in the visual content of many frames. Thus, the 
sequence of frames is essential in detecting actions. An 
LSTM recurrent neural network is able to make decisions 
about maintaining current memory through input, output, and 
forget gates. Intuitively, if the LSTM unit detects an 
important feature in the input sequence in initial steps, it can 
easily transmit this information over a long distance, and 
receive and maintain potential long-term dependencies. 

In frame sequences, a frame does not only depend on its 
previous frames, but may also depend on its subsequent ones. 
In this case, to increase the accuracy and efficiency of the 
model, it is advisable to have a structure that processes the 
input frames in both directions. LSTM networks can be 
bidirectional[35]. Therefore, a Deep Bidirectional LSTM 
(DB-LSTM) network is employed here to help detecting 
complex sequential patterns hidden in video frames by 
considering frame dependencies in both directions. In a DB-
LSTM structure, two LSTM networks simultaneously 
process input in both directions. The forward network reads 
and processes the input in forward direction, while the 
backward network reads and processes the same input in the 
backward direction. The basic architecture of DB-LSTM is 
illustrated in Fig.2. 

Training large datasets with complex sequence patterns 
(such as video data) cannot be achieved using an LSTM cell 
[31]. Therefore, in the proposed CoReHAR method, we use 
Multi-layer LSTM (ML-LSTM) by aggregating multiple 
LSTM cells to learn long-term dependencies in video data. 
This allows the recurrent neural network to extract higher 
level sequence information. 

Once the appropriate features are extracted from the 
ResNet CNN, the features are passed to the LSTM network. 
The output of each layer in the bi-directional RNN represents 
the action performed in the frame processed in that layer. 
Finally, the input video action tag is determined by the 

maximum frequency of the frame tags. In the classification 
step, the highest score tag is displayed as the output and the 
action recognized in the input video. Fig.3 illustrates a big 
picture of the CoReHAR model, including its internal 
structure, as described above in this section. 

4. IMPLEMENTATION DETAILS 

In this section, we introduce the dataset and 
implementation details used in our experiments. CoReHAR 
algorithm is implemented using the PyTorch framework[36]. 
The simulation in this research has been performed in 120 
iterations on a machine with a dual core i5 CPU at 2.7GHz 
each, and 8GBs of RAM, fortified with a 1080 NVIDIA 
GeForce GTX GPU, including 8 GB of GPU RAM.  

4-1. The Dataset 

The UCF101 dataset is one of the most popular action 
recognition datasets, with real-world videos covering a wide 
set of action classes. The videos in UCF101 are carefully 
selected to encompass various challenges for action 
recognition algorithms. Containing 13320 videos taken from 
YouTube and divided into 101 classes, UCF101 includes 
videos that represent a wide variety of human actions such as 
music playing, makeup, various sports, personal care, and 
cooking, among others. These videos are grouped in five 
main categories: human-object interaction, body movement, 
human-to-human interaction, playing musical instruments, 
and sports. Each category contains 100 to 200 videos. Some 
UCF101 categories such as sports are further divided into 
sub-classes. The shortest video contains 28 frames, with 
frame dimensions of 320*240 [37]. 

 

Fig. 1. The basic architecture of ResNet152 

 

Fig. 2. The basic architecture of DB-LSTM 
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Fig. 3. Detailed structure of the proposed CoReHAR method 

Fig.4 shows a number of UCF-101 dataset frames. In 
addition to the sub-optimal quality of many videos in the 
dataset, videos also have varying lighting conditions, actor 
gestures and viewing points, among other obstacles, as 
previously pointed to. Most sports videos also have a similar 
(green) background, which adds an extra challenge to the 
recognition process.  

We first need to pre-process the videos by extracting the 
input video frames before feeding them to the proposed 
model. Libraries like OpenCV or FFmpeg can be used to 
extract video frames. However, we directly imported the pre-
processed dataset used in [38]. In the UCF-101 dataset, 
action tags are non-numerical, thus requiring an encoding 
step. Label encoding is used due to its much lower number of 
zeros compared to the one-hot encoding, thereby reducing 
the overall network training overhead. 

4-2. Cost Function 

The accuracy of the learning process in the proposed 
model is crucial for the correct and timely classification of 
actions in videos. We need to evaluate the model, using a 
oost funiii on hhtt maasurss hhe m. d’’’s ccuurayy. nn ee 
measured, we will then try to minimize the cost in order to 
mxximeee hhe mod’’’s prr formnnee.   

The cost function quantity is defined as the amount of 
difference between the actual output and the network's 
expected output. There are various cost functions for 
classification problems, one of the most famous ones (that 
usually works well in binary and multi-class classification 
problems[36]) being the Cross Entropy function [39] as 
defined in (1): 

          ∑                                (1) 

In (1), c represents the class index, yc is the actual value 
of the class and        is the output value of the model 
designed for input x. 

4-3. Optimizer Function 

As an optimization problem, we need to minimize the 
cost function in order to maximize our detection accuracy. 
Various optimization algorithms, including SGD, StepLR 
and Adam [36] were used for the proposed model. Based on  

 

Fig. 4. Sample action categories in the UCF-101 dataset 

our experimental results shown in Table 2, the Adam 
optimizer function is selected as it yields a better 
performance and accuracy compared to other optimizers.  

4-4. Data Augmentation 

To reduce overfitting, we use data augmentation[40]. 
Three processing strategies have been applied to the network 
input frames for this purpose, namely: 

• RandomRotation(5), which randomly rotates the 
images by a degree between 0 to 5, 

• RandomCrop(crop_size), which crops the image by 
the crop_size as its dimension, and 

• RandomHorizontalFlip(), which flips the image 
horizontally with the default probability of 50%,  

where based on our experiments, yield higher accuracy 
compared to other methods.  

With these three transformations, from each frame we 
produce three additional frames with a slightly different look 
but the same label. This technique has enabled our proposed 
model to learn robust and differentiated data, leading to 
higher accuracy.  

Table 3 lists the internal parameters of the implemented 
method. The parameters are selected after running mutiple 
tests, evaluating the accuracy and resource usage of the 
model. For example, we chose        as the learning rate, 
then tested the model with different batch sizes. Considering 
the accuracy and the available memory, we chose 128 for the 
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batch size parameter. Finally, Fig.5 presents the flowchart of 
the proposed method, illustrating the mentioned steps in 
section III and IV. This flowchart represents the overall 
logical flow of our proposed algorithm, part of which is the 
deep learning model presented in Fig.3. 

5. EXPERIMENTAL RESULTS 

We report our accuracy and timing results in two separate 
subsections. For testing and training, the dataset is divided 
into two parts: 75% for training and 25% for testing. Parts of 
the training data are randomly and variably used for 
validation. Due to GPU memory limitations, we need to use 
frame jumps to reduce memory usage. We have selected the 
four (4) frame jump option in our experiments, as it proves to 
yield the highest accuracy on our existing GPU. 

5-1. Accuracy Analysis 

The accuracy is reported in terms of the percentage of 
matching between the actual video tag values in question and 
the values detected by the proposed model. The accuracy 
results are compared to the state-of-the-art research, as 
outlined in Table 4. The results indicate a meaningful 
improvement in the accuracy of action recognition using the 
proposed CoReHAR algorithm. Particularly, the superiority 
is observed when compared to the two-stream methods[22] 
with one flow on raw video frames and the other on optical 
flow frames. The accuracy is also higher than the CNN based 
methods such as deeply-transferred motion vector[30], 3D 
CNNs[28], and factorized spatio-temporal CNNs[41]. 
Moreover, CoReHAR proves more accurate and faster than 
the study in [31], despite its smaller number of iterations. 

The use of ResNet152 network besides data 
augmentation could be the main reason for increasing 
accuracy. A pre-trained ResNet152 network extracts 
frame features and passes the output to the bidirectional 
long-term memory RNN, which in turn extracts inter-
frame sequence information. Such a network enables the 
sequences of video input frames to be processed in both 
directions (forward and backward), thereby increasing the 
probability of an accurate action classification. By the use of 
techniques such as data augmentation, this is further 
improved, while reducing the probability of overfitting. 
Moreover, the proper selection of input parameters values is 
another contributor to the accuracy score. 

Fig.6 presents the training and test steps accuracy and 
loss values at each iteration of the implementation. As 
observed, with the increasing number of implementation 
steps, the accuracy is increased and the loss value is 
decreased, which is an evidence that the training is well 
performed and no overfitting is present. We also optimize the 
batch size to improve the execution performance of the 
proposed model. The batch size training parameter refers to 
the number of videos that are input to the network at a time. 
This parameter, not related to the number of videos in each 
class, is usually determined by the size of the data set and the 
amount of memory available. Current research shows that 
the batch size parameter has a crucial effect on the accuracy 
of action recognition. We selected the optimal batch size 
with various experiments, limited by the available GPU 
memory. The results of these experiments are presented in 
Fig.7. According to these results, the greater the batch size 
value, the higher the action recognition accuracy. On the 
other hand, the large batch size value leads to huge memory 

costs. Based on these experiments, the batch size of 128 has 
been selected for the main executions.  

In addition, to demonstrate the efficiency of the method 
for different action classes, we present the confusion matrix 
for 40 classes of the split1 of UCF101 dataset in Fig.8. For 
example, in this matrix, the class "HandstandWalking" in our 
method achieves 97% true positive prediction and the class 
"CliffDiving" has only 1% false prediction. As observed, the 
intensity of true positives (diagonal) is high for all presented 
categories, indicating the high capability of the proposed 
method for human action recognition in video. Overall, we 
observe an average of 95% accuracy among the classes 
across all splits of the dataset, as compared to other methods 
on UCF-101 in Table 5.  

5-2. Timing Analysis 

Recognition timing becomes significant in real-time 
implementations, where the system needs to perform an 
action in response to the detected activities. In order to 
understand the timing behavior of CoReHAR, we have  

TABLE 2. COMPARISON OF OPTIMIZER FUNCTIONS 

Average 

Accuracy 

Average Time 

Complexity 

Optimizer 

Function 

94.55 1.63 sec Adam 

91.36 1.55 sec SGD 

92.23 1.87 sec StepLR 

TABLE 3. DEEP NETWORK OPTIMIZED PARAMETERS 

Parameter Value 

ResNet152 Parameters 

1
st
  & 2

nd
 fully oonnccddd aayers’ 

neurons 
1024 & 768 

Feature vector size 512 

Input frame size 224 

Random dropout rate 0.0 

DB-LSTM Parameters 

No. of hidden layers 3 

Hidden vector size 512 

Feature vector size 256 

Training Parameters 

Dataset no. of classes (K) 101 

Epochs 120 

Learning rate 1x10
-3 

Batch size 128 

Number of worker threads 4 

TABLE 4. COMPARISON OF AVERAGE RECOGNITION SCORE OF THE 

PROPOSED METHOD WITH OTHER METHODS ON UCF-101 

UCF-101 Accuracy Method 

85.2% C3D(3net)[28] 

88.0% Two-stream CNNs[22] 

86.4% EMV+RGB-CNN[29] 

86.9% RLSTM-g3[42] 

89.1% Multiple dynamic images[43] 

88.1% 
Factorized spatio-temporal 

CNNs[41] 

87.5% DTMV+RGB-CNN[30] 

91.21% DBLSTM+CNN[31] 

94.79% CoReHAR (ResCNN-DBLSTM) 
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Fig. 5. Flowchart of proposed model 

 

 

 
Fig. 6. Accuracy and loss diagrams of the proposed model in both training 

and testing steps 

 

evaluated the implementation using different experiments 
with the various number of frame jumps. Table 6 shows the 
statistics of these experiments, using a batch size of 40. 

We also use multithreading to improve the execution 
speed. Since the task of transferring data between the host  
machine and the GPU is a time-consuming task, we used 
multithreading to accelerate it. Based on experimental results 
presented in Table 5, a four-thread transfer is used in our 
main executions, which considerably increases the efficiency 
compared to the single thread case.  

As for the processing speed with multithreading, a 1-
second video clip takes approximately 0.11 sec per frame for 
feature extraction. Feeding the extracted features to DB-
LSTM for classification takes 0.47 sec for a 30 frames per 
second video clip. Overall, our method takes approximately 
0.58 seconds, yielding a 52 frames per second processing 
throughput, making it a good candidate for real-time action 
recognition. 

6. CONCLUSION 
In this study, CoReHAR, a new hybrid deep learning 

method called is presented for human action recognition in 
videos, where both CNN and RNN networks operate on raw 
video frames, instead of optical flow data. The proposed 
method initially extracts deep features of the video frames 
using the pre-trained ResNet152 CNN, to accelerate the 
learning process and improve the performance. Then, the 
frame sequence information is learned using the DB-LSTM 
RNN in both forward and backward transitions, followed by 
the final classification of the video. 

TABLE 5. AVERAGE TIME COMPLEXITY AND ACCURACY ON DIFFERENT 

FRAME JUMPS FOR 30 FPS VIDEO CLIP 

Average Accuracy Average Time Complexity Frame Jump 

94.2 1.55 sec 2 

93.8 1.25 sec 4 

92.2 1.01 sec 6 

90.1 0.88 ec 8 

TABLE 6. AVERAGE TIME USING MULTITHREADING 

Average Transfer and Execution Time  Number of Threads 

2.45 sec 1 

2.23 sec 2 

1.95 sec 3 

1.75 sec 4 

 

Fig. 7. CoReHAR Accuracy vs. Batch Size 
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Fig. 8. Confusion matrix of UCF101 dataset for the proposed HAR method 

 

 Our implementation results using PyTorch on a GPU-
equipped machine over the UCF101 dataset show that 
CoReHAR can perform more accurately, compared to state-
of-the-art methods, while keeping the ability to run on video 
streams in real time. 

Proper selection of input parameters, use of the pre-
trained ResNET152, and techniques such as data 
augmentation have increased the performance of the 
proposed method. Moreover, using multiple threads in 
parallel, for data preparation and injection, reduces the 
training time.  This makes our method fit for real-time visual 
data processing and can be used as an integral part of smart 
detection systems. In the future, we aim to focus on the 
effective features for the original input frames for action 
recognition.  We also plan on test and analysis of networks 
such as GRU for different video classes and various datasets. 
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