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Abstract— Large number of semantic relatedness measures 

have been presented since the last decades.  In spite of an 

extensive number of studies that have been conducted in this 

field, the understanding of their foundation is still limited in real 

world applications. In this paper, the state-of-the-art semantic 

relatedness measures are surveyed and in the following a unified 

topic-based models is proposed to highlight their equivalences 

and propose bridges between their theoretical bases. Presentation 

of a comprehensive unified approach of topic based models 

induces readers to have common understanding of them in spite 

of the complexities and differences between their architecture 

and configuration details. Moreover, it may underlie 

fundamental development of these models. Comprehensive 

experiments in application of semantic relatedness of geographic 

phrases have been conducted to evaluate topic based models in 

comparison to ontology-based models. Based on the obtained 

results, not only topic-based models in comparison to ontology-

based models confront with fewer restrictions in real world, but 

also their performance in computing semantic relatedness of 

geographic phrases is significantly superior to ontology-based 

models.   

Keywords— Semantic Relatedness; Topic-based Models Latent 

Semantic Analysis; Latent Dirichlet Allocation; Explicit Semantic 

Analysis; Geographical Information Science Introduction. 

 

1. INTRODUCTION 

Semantic relatedness is a measure which is used  to indicate 
degree to which words are related via any type of relations, 
including similarity and any possible semantic relationship [1]. 
Generally, two words are considered semantically related if 
they are about things that are related to each other in the real 
world. Human beings have an innate ability to determine if two 
words are related. For example, most would agree that Island 
and Sea are related while Island and Car are not. However, 
assigning a value that quantifies the degree to which two words 

are related still remains an insurmountable obstacle for 
computers [2]. 

Geographic knowledge is a crucial benefit in human 
activities. To share geographic information, it is necessary to 
extract concepts from the chaotic repository of implicit human 
minds' knowledge. Whereas up to 80 percent of human 
decisions affect space or are affected by spatial situations 
computing semantic relatedness of geographic terms plays a 
pivotal role in geographic information science [3, 4]. For 
example, people read news about important local events; 
search the web to find delicious restaurants; or find some 
information about their favourite celebrity. Actually, all words 
are more or less related to particular locations. Therefore, 
computing the semantic relatedness of geographic terms is an 
important technique in discovering the relationship among 
terms in geographic map, geographic information retrieval, 
explanatory search and geographic information science [5-7]. 

Background information about the particular concepts or 
terms is required to measure the lexical semantic relatedness. 
The primary techniques employed ontologies like WordNet to 
investigate relationships among terms [4]. Although these 
methods utilized explicit senses or concepts that humans can 
interpret and reason about, they could not provide enough 
coverage of terms in particular domain. Moreover, creating 
these knowledge bases is costly and time-consuming. 
Consequently, these measures are confronted with serious 
constraints in real world [2]. 

Considering the challenges that ontology-based models are 
confronted with yielded to the emergence of other approaches 
that are able to learn bags of related words from large corpora 
by analysing the terms co-occurrences without any supervision. 
These techniques are able to create low dimensional feature 
representation or concept space where terms are not considered 
independently. Noteworthy, these techniques can investigate 
hidden relations between a set of words. ESA [8], LSA [9] and 
LDA [10] are three indicators in this field. These methods are 
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facing two remarkable problems. First, in spite of the 
conceptual similarity between these models, each of them has 
its own architecture. Furthermore, each of them has been 
utilized and examined in a particular application. Second, 
architectural diversity of these models has led to difficult 
interpretation of them while a comprehensive comparison of 
their efficiency in a specific application has been unknown yet. 

 To this end, the state-of-the-art measures of semantic 
relatedness are surveyed in this paper and a unifying approach 
for conceptual representation of ESA [8], LSA [9] and LDA 
[10], known as topic-based models, is proposed in the 
following. It must be noted that probabilistic topic models [11, 
12] were referred to LDA domain and its related improved 
methods in previous studies. However, topic-based models 
terminology is used in this paper which covers an extensive 
range of methods, which are precisely explained in section 3. 
The efficiency of these topic-based models has been 
comprehensively examined in application of computing 
semantic relatedness of geographic phrases. Moreover, to 
present the priority of topic-based models, these models have 
been compared to an extensive range of ontology-based 
models. To the best of our knowledge, no geo-semantic 
relatedness measure focused on topic-based models has ever 
been proposed. 

The rest of this article is categorized as follows: Various 
computing semantic relatedness measures as well as the used 
knowledge sources are explained in section 2. A unifying 
approach for representing topic-based models is defined in 
section 3. Empirical results, evaluation framework and 
benchmark dataset in application of geographic semantic 
relatedness are described in section 4. Conclusions and 
directions for future research are mentioned in section 5. 

2. REVIEW OF LITERATURE 

Due to geographic domain, computing relatedness is an 
important technique for discovering functional relation 
between places and constructing lexical resources. Over years, 
extensive researches have been carried out to study the 
methods of relatedness in geographic domain [13]. 
Accordingly, in this section, the state of the art in computing 
semantic relatedness is presented, and existing algorithms are 
categorized into two distinct types of measures, where each 
type exhibits unique properties. Computing semantic 
relatedness requires lexical and semantic information of terms 
and concepts usually encoded in some background knowledge. 
Various methods of semantic relatedness considering their 
background knowledge are divided into two distinct types: 
ontology-based and topic-based. Whereas, the emphasis of this 
paper is on computing semantic relatedness of geographic 
phrases, the scope of discussion will include studies from both 
the general and geographic domains. 

2-1. Ontology-based models 

The the term ontology refers to a taxonomic structure 
enriched with other semantic relationships such as antonymy 
and synonymy, and class properties or attribute. In ontology-
based models, the semantic relations of concepts defined in 
ontology are used to compute semantic relatedness. 
Background knowledge resources are used for computing 
semantic relatedness in ontology-based models. Some methods, 
especially earlier ones, have leveraged dictionaries and 

thesaurus [14]. Over time WordNet has changed into one of the 
most popular ontologies for computing semantic relatedness. 
WordNet is a lexicalized ontology of English words. It groups 
nouns, verbs, adjectives, and adverbs into synsets, each 
expressing a distinct concept. Recently, Wikipedia has been 
employed as a strong knowledge resource for computing 
semantic relatedness [15]. In general, ontology-based models 
are categorized into two types: path based, information content 
based. 

2-1-1. Path based measures 
Path based measures determine the length of the path 

between nodes in an ontology. Most of these measures make 
use of the taxonomic links of an ontology for calculating the 
path length. Length of a path is obtained by counting the 
number of nodes or edges in a path. The shorter the path, the 
higher relatedness between concepts. Despite the simplicity of 
this method, it has proved a successful in initial application and 
various optimizations have been applied on it [16, 17]. 

Path was presented as a basic method which leveraged 
WordNet graph structure as ontology and considered inverse 
shortest path between two concepts [18]. The shorter the path 
from one node to another, the more related they are (Eq.1): 

        (     )   
 

        (     ) 
     (1) 

This method performed fairly well, but didn’t take the 
graph depth into account. [19] normalized the path length using 
depth of the graph and solve Path's shortcoming (Eq.2): 

       (     )       
    (     )

         ( )
          

 
    (2) 

Where     (     ) shows the path length between two 
concepts and depth is the length of the longest path from the 
root node of the taxonomy to a leaf node. 

On the other hand, these basic path length methods did not 
take into account that the higher concepts in taxonomy are 
more abstract, i.e., concepts with length of one near top of 
taxonomy are more related than concepts with the same path 
length on the leaf level. To overcome this issue many measures 
have been proposed. [20] proposed a measure which leveraged 
the notion of lowest common subsumer (LCS) of two concepts. 
LCS is the first shared concept from the leaf to the root of 
hierarchy.  It made difference between abstract and specific 
concepts of taxonomy by considering LCS (Eq.3):  

       (     )  
        (   )

      (  )      (   ) 
    (3) 

WordNet graph structure was also used for computing 
relatedness [21]. Unlike above method which only took is-a 
relations between concepts into consideration, HSO used all of 
existing relations in WordNet. The hypothesis stated that the 
strength of relatedness is correlated with path length and 
frequency of direction changes along the path, where change of 
directions and long path are penalized. i.e., two terms are 
related if they are in the same synset, they are antonym or one 
word is part of another (Eq.4):  

      (     )       (     )         (     ) (4) 

Where C and K are consonant, len is path length and turn is 
the frequency of direction changes between two concepts. 
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Although the frequency of changes is less, semantic relatedness 
between two concepts is more. 

WikiRelate [22] was proposed as the first measure which 
used Wikipedia as ontology for computing semantic 
relatedness. In this study, they used Wikipedia category graph 
for computing the path length between two concepts. They 
applied WordNet path techniques on Wikipedia graphs.  

Using Wikipedia as a knowledge resource has priorities 
compared to WordNet. Wikipedia is an encyclopaedia not a 
dictionary. It covers more nouns, concepts and domain specific 
terms. Moreover, the hierarchical structure of Wikipedia is a 
strict taxonomy and all relations such as hypernomy and 
mernonymy are defined in it [23]. Meanwhile, WordNet has 
some advantages compared to Wikipedia. Since Wikipedia 
does not name hyperlink between articles using semantic 
relations, the hierarchical structure of category tree rather 
represents a loose folksonomy than a strict taxonomy [24]. It is 
notable that in Wikipedia unlike WordNet all semantic 
relations are not explicitly specified. 

These methods have been adapted in geographic domain 
with small modifications in a number of studies. Matching 
Distance Similarity Measure (MDSM), proposed by [25], was 
one of the first semantic relatedness measures, which has been 
specifically developed for geographic domain. Based on this 
method, asymmetric values for relatedness of spatial entity 
classes were achieved based on their degree of generalization 
within a hierarchical structure. In the other word, it compared 
entity classes in terms of their distances in the semantic 
structure that was defined by the semantic relations. 

Following a similar line of research, [26] developed a 
method which used Wikipedia article graph for computing 
semantic relatedness. Based on their notion, the relatedness 
score was computed by assigning weight to spatial referred 
articles in Wikipedia article graph. It is worth noting that 
semantic networks which encode knowledge and meanings in 
the form of graphs, have been also used in computing semantic 
relatedness of geographic terms. Based on this notion [27] 
developed a method which was based on some forms of 
structural distance between nodes (e.g. edge counting) or on the 
topological comparison of sub graphs.  

Recently [28] developed a method which leveraged 
Volunteered Geographic Information (VGI) for computing 
semantic relatedness.  VGI is a large reusable unit of 
geographic knowledge generated by heterogeneous information 
communities. Using VGI information, they applied graph-
based measures of semantic relatedness on Open Street Map 
(OSM) semantic network.  Whereas, OSM semantic network 
consists of noisy and ambiguous data, in similar work they 
enriched the OSM semantic model with semantic web 
resources [29]. 

2-1-2. Information content based measures 
Information content (IC) approaches are based on this 

hypothesis that the relatedness of two concepts depends on the 
amount of information that they share. Information content also 
presents the generality or specify of a concept. In taxonomy the 
shared properties of two concepts is often determined with 
respect to their LCS. These methods combine knowledge of a 
concept’s hierarchical structure with statistics of its actual 
usage in text.  

The first IC-based method is introduced by [30], which 
used WordNet as an ontology. Based on this measure the 
information content between two concepts was computed 
respect to their LCS.  This means that if two pairs of terms 
have the same Lowest common subsumer, the semantic 
relatedness between them will be equal (Eq.5):  

        (     )     (   (     ))     (5) 

The information content of a concept is computed as 
(Eq.6): 

     ( )       ( )   (6)  

Where p(c) is the probability of encountering an instance of 
a concept c in a large corpus. Resnik’s definition of IC is 
widely used by later methods. Most of the later 

IC-based methods improved Resnik’s in different ways to 
overcome a number of limitations. To address Resink's 
problems, [31] proposed a measure. In this method if a parent 
node is subsumer, leaf nodes are used to compute semantic 
distance. Since semantic relatedness is proportional to inverse 
semantic distance; by increasing semantic distance, semantic 
relatedness will decrease (Eq.7): 

         (     )  
 

  (  )   (  )     (   )
    (7) 

On the other hand, [32] proposed a universal measure 
derived from information content. In the beginning, it was only 
applied on taxonomic structures (Eq.8). 

                             (     )    
  (   )

  (  )   (  )
    (8) 

According to Resink, any two pairs of concepts having the 
same lcs will receive the relatedness, which is not necessarily 
appropriate. To overcome this issue, Lin' measure aims to 
address the commonality of two concepts as well as their 
difference, both measured in terms of IC. 

2-2. Topic- basd models  

Topic-based models leverage statistical analysis on 
background corpus to build topics. In these approaches, unlike 
ontology-based models, relations among concepts are not 
organized structurally and their connections are unclear and 
they do not provide word senses and semantic relations among 
terms and terms' definitions explicitly. As a result, background 
knowledge is obtained at the term level and terms are 
connected implicitly. Based on these measures, term co-
occurrences in an unstructured corpus are used for training 
topic and computing relatedness. Their background knowledge 
is extracted by performing statistical analysis on a large 
collection of unlabeled documents and their ultimate aim is to 
discover hidden structure between documents.  

Latent semantic analysis (LSA) [9] is one of the most 
important measures in this field which uses vector presentation 
for computing relatedness and it is able to discover hidden 
structure among terms. It is a dimensional reduction approach 
which applies Singular Value Decomposition on term-
document matrix in order to map terms to latent topics and 
generalize observed relations between terms and topics. 
Stevens et. al [33] proposed a measure which used Non-
Negative Matrix Factorization for reducing the dimensions of 
term-document matrix. Following a similar line of research, 
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[34] used various global and local weighting method for 
constructing term-topic matrix in order to improve the 
performance of LSA. 

Latent Dirichlet allocation (LDA) [10] is another existing 
technique in this field. It is a generative probabilistic model for 
collections of discrete data such as text corpora while LSA is 
an algebraic approach.  Based on LDA, documents are 
presented as distributions over a set of topics and each term in 
a document is generated based on a distribution over terms 
which are specific to each topic. According to this, terms are 
related whether they have same topics or same topic 
distribution. LDA was rarely used for semantic relatedness. 
[35] proposed a method based on various distributions of LDA 
for computing relatedness.  

 Another  approach was introduced by [8] and it was 
referred as Explicit Semantic Analysis (ESA). Based on ESA, 
vectors constructed from Wikipedia concepts are used for 
computing relatedness. The dimensions of concept vectors are 
equal to  the number of Wikipedia articles and each element in 
the vector is weighted by TFIDF [36]. Semantic relatedness is 
computed using cosine similarity function.  

Surprisingly, in GIScience topic-based models have been 
almost ignored except some notable exceptions. More recently, 
by considering spatial co-occurrences features, [37] extracted a 
relatedness measure directly from OpenStreetMaps vector data. 
Moreover, [38] proposed a method for computing relatedness 
of geographic terms which leveraged frequently used semantic 
measures for computing relatedness such as ESA [39] and 
generated human readable explanation by mining text 
hyperlinks and Wikipedia category graph.  

Furthermore, LDA was extended to compute semantic 
relatedness in geographic domain. LDA adopts a probabilistic 
approach to cluster highly semantically related terms and 
include geographic dimension to Location Aware Topic Model 
(LATM) [40], which used as fully distributional approach for 
computing semantic relatedness. Recently, [41] proposed a 
hybrid method to quantify semantic relatedness of lexical 
definition. Based on their idea, related terms tend to be defined 
related terms. This measure combined existing WordNet and 
paraphrase detection techniques for computing semantic 
relatedness. 

3. A UNIFYING APPROACH FOR TOPIC-BASED SEMANTIC 

MODELS 

Terms that are appeared in a text are generally used as 
features in most machine learning methods. In fact, a vector in 
term space which is known as vector space representation is 
used to describe a document [42, 43]. The intuition behind 
topic modelling refers to the fact that textual documents can be 
expressed in terms of a limited number of underlying topics 
(so-called “concepts” in the literature of semantic information 
retrieval). To this end, topic-based models can be defined as a 
set of unsupervised algorithms that aim to find the hidden 
thematic topics in a large collection of documents. These 
models employ the occurrences of terms in documents for 
training the model and the topics that are extracted after 
training are generally consistent with human concepts [8]. 

Various studies have already been conducted on this basis 
and each model has its own definition and domain specific 
applications. Considering the diversity and complexity of these 

models, providing a common interpretation of them can be 
valuable. Additionally, a comprehensive investigation of the 
performance of different models in the same application is not 
accessible.   

Utilizing explored topics instead of term occurred in a 
document can result in an extensive set of semantic 
applications in the field of natural language processing and 
information retrieval. Generally, topic-based models have two 
primary components: 

• Topic representation: Topic-based models generally 
include two types of representation as explicit and latent 
topics [44]. Explicit concepts show real world concepts and 
are based on human perception and knowledge. On the 
other hand, latent concepts are achieved by extracting the 
mathematical relations between terms and computing the 
terms occurrences probability.  

• Mapping terms to topics algorithm: The goal of this 
mechanism is to map natural language term to the topic. It 
is worth mentioning that constructing the manual map is the 
most accurate one. i.e., a handcrafted ontology of terms is 
assigned to their corresponding concepts. This approach 
needs a lot of effort besides having a lot of complexity. In 
this regard, machine learning and information retrieval 
techniques are frequently used to perform mapping 
operation. 

In all of topic-based models, each term appeared in a text is 
assigned to a set of topics by different degree of membership. 
The difference between these models refers to definition of 
topics and how each term is mapped to a corresponding set of 
topics. In this section, three indicators of this field are 
separately studied. Each model is designed with various goals 
and is based on various theories. Regardless of topic types and 
mapping term to document methods, various models can be 
described in a term of common definition. 

Definition 1: Document- term occurrence matrix  
For a set of documents   *          + and a set of 

terms   *          +, each document is represented as a 
vector including terms that are appeared in it [36] (Eq.9): 

                               𝒟  

         

  
 
  

[

𝒟
   

     
   

𝒟
   

     

]

   

(9) 

𝒟 is a co-occurrence matrix, where the rows of this matrix 
refer the documents of corpus ( ) and its columns show the 
terms appeared in documents ( ).  Each element 𝒟    shows 

the importance of term    in document   . different methods 

have been proposed for weighting the terms of documents [36]. 

Definition 2: Topic model 

Different topic models contain particular set of topics  𝒯  
*          + and a matrix 𝜙 as follows (Eq.10): 

                            𝜙  

         
  
 
  

[

         
   

         
]

   

      (10) 

The rows of this matrix refer tp the terms appeared in a 
corpus ( ) and its columns show the set of topics (𝒯). The 
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values of this matrix are commonly trained according to the 
terms occurrences in documents of corpus.  

Definition 3: Mapping text to topic space  
The document space (D), term space ( ) and topic space 

(𝒯) are three common spaces in all existing topic-based models 
that are able to map to each other. Mapping from one space to 
another is performed using  matrix multiplication (Eq.11).   

    𝒲
   

 𝒟    𝜙      (11)  

𝒲
   

 refers to the contribution of each document to each 

topic and it can be employed as a new representation of  
documents in topic space. In other word, in this matrix each 
document is defined by a vector of topics appeared in it. Based 
on the model, the process  of mapping text to topic is known as 
inference [10] or interpretation [8]. 

Definition of topic space (𝒯) and methods of topic training 

(𝜙) are various in different topic models. For instance, ESA [8] 
used Wikipedia articles as topic space and TFIDF [36] as  
weighting method for training topics. While in LSA [9], 
Eigenvectors and Singular Value Decomposition were 
respectively utilized  to define topics and create a matrix. In the 
following, each model is explained separately. 

3-1. Explicit Semantic Analysis  

As previously mentioned, the differences between various 

topic-based models refer to the definition of topic space (𝒯) 

and term to topic mapping method (𝜙). ESA [8] utilized 

Wikipedia articles as topic space (𝒯) and term frequency in 
different articles as a tool for mapping each term to topic space 

(𝜙). While set of Wikipedia articles are utilized as a topic 
space, term to topic mapping matrix can be shown as follows 
(Eq.12): 

𝜙                          

         
  
 
  

[

         
   

         
]

   

 (12)  

Where the rows of this matrix refer to the terms appeared in 

Wikipedia and its columns show the topic space (Wikipedia 

articles). Weight of each term    in each topic  
 
 is presented  

by ϕ
   

 and computed based on term frequency of term    in 

article  
 
 and inverse document frequency of term    in all 

Wikipedia articles as follows (Eq.13): 

   𝜙      (     )     
 

    
          (13) 

Where n shows the number of Wikipedia articles. Matrix 𝜙 
is reffered as weighted inverted index [8]. This matrix is 
responsible for mapping each text to semantic space and it is 
performed by semantic interpreter [8]. Finally, represented 
words in topic space are compared with standard vector 
comparison methods (e.g., cosine similarity measure [36]). 

It can be said that the high performance of this model in a 
wide range of information retrieval applications can be due to 
the representation of documents based on Wikipedia topic 
space instead of terms occurred in a document .Particularly, 
this model can determine the relatedness of documents and 

words with correlation 0.72 and 0.75  in comparison to human 
judgment [8]. 

Although using human concepts as a set of topics makes 
this model more interpretable, the dependency between its 
topics leads to many problems in vector space like synonymy 
and polysemy. Moreover, unlike the statistical latent topic-
based models [9, 45], the orthogonal property of topics that has 
a key role in performance is not properly addressed in this 
model. Based on ESA, each document representation is 
computed by its weighted relations with all topics. Therefore, 
each documents can be explained by a vector including 
thousands of related topics in Wikipedia.  Therefore, document 
representation in this model is excessive and unlike many 
statistical latent topic-based models [9, 45] which try to reduce 
dimensions, is associated with increased dimensions. 
Enhancing number of dimensions leads to greater complexity 
in many algorithmic issues.  In CHESA [46] method, it is tried 
to overcome this problems by defining a hierarchical structure 
among topics using Wikipedia category graph. 

Considering the fact mapping terms to documents is only 
performed  using term occurrences in various document, ESA 
generated topics for a piece of text can  not only be noisy but 
also contain over specific topics [46].  This leads lower 
efficiency of this model in dealing with longer documents like 
TREC documents.     

3-2. Latent Semantic Analysis 

Unlike ESA [8] where topics are presented explicitly, 
LSA's topics are computational and latent. Principally, LSA [9] 
is a dimensional reduction method which can map a set of 
documents to topics by applying  Singular Value 
Decomposition on 𝒟 matrix and extracting   eigenvectors . 
According to Figure 1 and applying Singular Value 
Decomposition: 

    �́�      (14) 

Where   is a diagonal matrix with equal dimensions to 𝒟 
which stores Eigenvectors.   and   are orthogonal matrices 
where their columns are equal to Eigenvectors corresponding 
to data in 𝒟. Eigenvectors are able to store data in higher 
energy and lower dimensions.   Eigenvectors of   matrix can 
be utilized as data similarity matrix. By using this matrix, data 
can be mapped into a new   dimensional space (topic space). 

In fact, matrix multiplication       ́  is equal to a matrix 
which shows terms semantic relatedness using their latent 
topics. If the number of input documents is high, this matrix 
can be utilized in different applications of semantic relatedness 
[24].  

Notably,   Eigenvectors of   matrix are utilized as topic 
space in this model. Furthermore,    matrix, extracted by 
applying Singular Value Decomposition on 𝒟 matrix, is 
responsible for mapping terms to topic space (Eq.15): 

 
Fig 1.  𝒟 matrix decomposition using SVD. 
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𝜙     

           
  
 
  

[

         
   

         
]

   

    
                           (15) 

Applying   vectors with higher energy not only yields to 
reduction in space but also causes enhancement in quality of 
future process [47]. While related terms have shared topics, the 
quality of future process ing dealing with synonyms is 
improved.  

The value of various terms semantic mixture in creating 
latent topics is controlled by   parameter. This means that 
where the value of   is higher, the value of term mixture is 
lower and different terms are organized in more latent features. 
On the other hand, the numbers of computational dimension 
spaces are also higher.   

Although extracted topics by LSA in comparison to ESA 
are not easily interpreted by humans, this set of statistical latent 
topics is uncorrelated. Moreover, the number of defined topics 
in this model compared to the number of terms in the source is 
very low. Topic independency along limited number of topics 
makes this method more flexible and provides it with the 
opportunity to have remarkable efficiency in various 
applications of machine learning [9, 47].  

3-3. Latent Dirichlet  Allocation 

Many alternative matrix smoothing processes instead of 
Singular Value Decomposition have been proposed Since the 
work of Deerwester et al. [48]. LDA [10, 11], perhaps the most 
common currently in use matrix smoothing process, developed 
by Blei et al., allowing documents to have a mixture of topics. 
Unlike LSA [9], LDA is a fully generative model, where 
documents are assumed to  be generated based on a per-
document topic distribution (with a Dirichlet prior) and per-
topic word distribution [10]. 

According to LDA [10], a probabilistic topic is a 
probability distribution over a collection of terms and a topic-
based model is a formal statistical relation between a group of 
explicit and latent random variables that defines a probabilistic 
process generating topics.  

Same as other topic-based models, each document is 
presented as mixture of various topic in LDA where it is 
assumed that the prior topic distribution in document is 
followed by Dirichlet allocation. Learning distribution of terms 
over topics is a Bayesian Inference and in principle, it is that 

term to topic mapping matrix (𝜙).   

In LDA, by assuming documents are generated by a 
specific probabilistic model, the relations between term, topics 
and documents are learned. It is hypothesized that there are 
fixed set of topics that have been utilized throughout the corpus 
and each topic    is related to a multinomial distribution over 
terms, which is derived from Dirichlet prior. The generative 
model for each document     is expressed as follows [10]: 

                                               

                 

 )                     

 )                    ∅   

Where   shows the probability distribution of topics over 
documents  that are randomly selected using Dirichlet 

allocation. Moreover, 𝜙 shows the probability of terms being 
used for each topic, which is drawn from Bayesian inference. 

These two sets of distribution correspond to   and  𝜙  

matrices. This model relies on 𝛼 and 𝛽 parameters for 
computing distribution over topics and terms. Consequently, 
term to topic mapping matrix is expressed as follow (Eq.16):   

                      𝜙  

                
  
 
  

[

         
   
         

]

   

       
       (16) 

Here each row shows the distribution of particular term 
over a specific set of topics and each column shows a fixed set 
of randomly selected topics. The weight of each term in each 

topic 𝜙
   

 is measured using Bayesian inference. Finally, 

semantic relatedness measure between terms is expressed as 
dot product between their corresponding vectors obtained for 
topic space [35]. 

It is worth mentioning that each topic-based model has its 
potential and drawbacks. Although extracted topics from LDA 
[10, 11] similar to LSA [9] are latent, it has conceptual 
advantages over LSA. It is able to make difference between 
meanings of terms, i.e. it handles polysemy [35]. In LDA, each 
topic is a set of terms that express a meaning together, while 
LSA has a particular representation for each term. It means that 
all meanings of a term are represented by the same vector 
making it hard to distinguish which meaning is being referred.  

On the other hand, LDA is a probabilistic model with 
interpretable topic. Although LDA's computational complexity 
and execution time are higher than LSA [9] and ESA [8], its 
topics are more interpretable than LSA. Major disadvantages of 
LDA is that it is difficult to know when LDA is working since 
topics are soft-clusters and there is no objective metric to say 
"this is the best choice" of hyper parameters. If learning is 
working, metrics like perplexity can be analysed. It is notable 
that they are very poor indicators of the overall quality of the 
model, for example, it is possible have a model with very low 
perplexity; however, whose topics are not very informative. 

4. EXPERIMENTS  

All of topic-based models have one thing in common. All 
of them map each term of a text to a set of topics. Whereas the 
types of generated topics in various models are inconsistent 
with each other, evaluating the quality of generated topics in 
different methods is not possible. For example, topics 
generated in LSA [9] are mathematical topics while ESA [8] 
generated topics are Wikipedia articles. Although a plenty of 
measures have been introduced for evaluating the generated 
topics [33], previous researches have shown that the quality of 
generated topics according to topic coherence measures did not 
necessarily lead to better performance [33]. All of the methods 
proposed for evaluating topic-based models discussed in 
section 3 were adhoc and application specific. In this section a 
comprehensive evaluation of all three methods; LSA [9], ESA 
[8] and LDA [10] in an extensive framework of proposed 
approach and in application of geographic semantic relatedness 
is presented. 
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4-1. Evaluation method 

Evaluating of semantic relatedness measures is a crucial 
factor in examining the strengths and weakness of different 
approaches and provides a transparent view of their 
performance.  In addition, evaluation results can be used to 
strengthen and restructure the model. Semantic relatedness 
measures are typically evaluated by two types of approaches: 
in-vivo and in-vitro. 

4-1-1. In-vivo evaluation 
Due to in-vivo experiments a relatedness measure is 

evaluated directly by assessing performance of a specific 
application. There are several applications in natural language 
processing that require computing semantic relatedness such 
as: Word sense disambiguation [49], named entity recognition 
[50] and information retrieval [51, 52]. By applying various 
relatedness methods on these frameworks and evaluating their 
performance, different methods can be analysed in a specific 
application.  

It should be taken into consideration that the performance 
of each computing semantic relatedness framework is based on 
its background knowledge. Moreover, in-vivo evaluation 
entails the influence of application-specific parameters beside 
the measures of semantic relatedness. Accordingly, this 
evaluation is not always precise and accurate and may generate 
different results in different application. As a result, in-vivo 
cannot be used as a comprehensive measure for evaluating 
semantic relatedness methods. 

4-1-2.  In-vitro evaluation 
The main contribution of topic-based models is mapping 

terms to topic space. Therefore, a method for evaluating these 
models is leveraging extracted topics for text representation 
and comparing them with scores of semantic relatedness 
introduced by human judgment. In other word, superior models 
should be able to represent each term in a way that computing 
relatedness using this representation has more agreement with 
relatedness scores determined by humans. 

Briefly, in-vitro evaluation is done by mathematical 
analysis and correlation with human judgment. Typically, a 
dataset containing a set of pairs of terms are given to human 
judges, who estimate their relatedness within a certain scale. 
Different methods of semantic relatedness are applied in this 
dataset. Finally, the results are correlated against the human 
judgement to derive an indication of the accuracy of the 
method. However, in-vitro evaluation does not assess how well 
the method performs on real data [53]. 

It is worth noting that in-vitro evaluations are independent 
of background knowledge and various parameters of the 
underlying application. Moreover, based on them different 
approaches are compared in the same situation. According to 
these privileges, they are referred as gold standard for 
evaluating semantic relatedness methods. In order to obtain a 
deeper insight about semantic relatedness measures and 
compare different methods in the same situation without any 
regard to background knowledge, in-vitro evaluation is used in 
the following experiments for evaluating different topic-based 
models and comparing them to other existing methods. 

4-2. Benchmark dataset 

Over the past years, several datasets focused on semantic 
relatedness and similarity have been created. The first gold 
standard was introduced by Robertson and Goodenough in 
1965 containing 65 word pairs ranked by their synonymy [54]. 
Following the similar line of research, Miller and Charles 
presented a similar dataset containing 30 word pairs in 1991 
[54]. More recently, WordSimilarity-353 was published by 
Finkelstein [55] in 2002 which contains 353 word pairs ranked 
by their semantic relatedness.  

A smaller number of geographic semantic relatedness 
datasets have been created in the field of geographical 
information science and geographic information retrieval. In 
this field, Rodriguez and Egenhofer [25] published their dataset 
MDSM for evaluating their Matching Distance Similarity 
Measure in 2004. This dataset contained human judgments 
about relatedness among 33 geographic terms. In 2008, 
Janowicz et al. [56] published a dataset for evaluating Sim-DL 
measure. It was a small dataset containing six geographic terms 
related to bodies and water. Whereas the size of all existing 
dataset tends to be rather small and they only focused on 
semantic similarity, [54] published Geo-Relatedness and 
Similarity Dataset (GeReSiD) in 2014. Before GeReSiD, the 
MDSM dataset was the largest similarity gold standard for 
geographic terms. 

GeReSiD includes 97 geographic terms combined into 50 
phrase pairs. This dataset is larger than the other existing 
datasets of this field and contains both natural and man-made 
phrases. Unlike other existing datasets, it focused on 
geographic phrases. The judgments of this dataset were 
collected form 203 Native English speakers through an online 
survey [54]. GeReSiD is available online and it can be used as 
a valuable resource of evaluating geographic models and 
defining correlation of experimental results with human 
judgment in GIScience.  

In this dataset the notion of geo-semantic relatedness is 
discussed based on Lehrer's semantic field [54]. Semantic field 
is a set of lexemes which cover a certain conceptual domain 
and bear certain specifiable relation to another. Therefore, geo-
semantic relatedness is defined as specific sub-domain of 
semantic relatedness focusing on relations ground in 
geographic dimension, i.e., relations in which at least on pair 
has spatial dimension. For example, stadium and basketball are 
geographically related, where stadium is a strong geographic 
component that grounds the other term geographically.  

In order to increase the usability and clarity of this dataset, 
its terms have been mapped to their corresponding sysnsets in 
WordNet.  Unlike other existing datasets [25], this dataset has a 
uniform distribution, i.e., the number of high relatedness pairs 
(16), middle relatedness pairs (18) and low relatedness pairs 
(16) comply the same distribution. It is notable that choosing 
term with uniform distribution can be challenging for different 
methods of semantic relatedness and can analyze their accuracy 
in various fields. For example, if the semantic relatedness 
measure determines low relatedness for each pair and the 
majority of samples used in dataset are irrelevant, the 
correlation between experiment results and human judgments 
will always be high. As a result, the weaknesses of this method 
will not become characterized. 
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Moreover, GeReSiD specifies the explicit differences 
between geo-semantic relatedness and similarity. Several pairs 
in this dataset are related but not similar and their scores 
confirm this. More specially, <speed bump, car park> obtained 
a relatedness scores of 0.54 and a similarity of 0.38 and this 
clarified that these phrases were related but not similar.  Based 
on results, semantic similarity is generally lower than semantic 
relatedness and this clearly reflects that semantic similarity is a 
specific kind of semantic relatedness [28, 41, 54]. 

As the results of this dataset have been collected online, 
they may not be accurate and reliable. For this purpose, the 
semantic judgments on the phrase pairs were analysed with 
respect to Interrater agreement (IRA) and interrater reliability 
(IRR) [57]. IRA and IRR identify the compatibility and 
homogeneity of the results provided by raters. The human 
judgments have IRA and IRR in the interval of [0.61, 0.67]. 
Considering the type psychologist test, it is a fair agreement 
and it can be used as a gold standard for evaluating geo-
semantic relatedness and similarity [54]. Due to advantages 
listed for this dataset and being open source, this dataset has 
been used in the following experiments. 

4-3. Experimental setup 

In order to evaluate the effectiveness of different topic-
based models in the task of geo-semantic relatedness, these 
models have been evaluated and compared to state-of-the-art 
ontology-based models. In this section, the implementation 
details and configurations of each model used in our 
experiments are described individually. As there are multiple 
configurations for each model, it has been tried to choose the 
most efficient configuration according to previous researches. 

As previously discussed in section 3, topic-based models 
perform based on processing background corpus and extracting 
topics according to terms occurrences in documents. Previous 
studies [8, 24] have indicated the importance of background 
corpus in performance of models. In recent years, Wikipedia as 
a comprehensive background corpus has attracted the attention 
of researchers in this field [23]. Therefore, in order to have a 
comprehensive evaluation between topic-based models, 
Wikipedia has been applied as background corpus in our 
experiments. 

We leveraged an early spring 2013 of Wikipedia, 
containing about 4 million articles as the background corpus in 
the following experiments. Wikipedia is publicly available for 
download in an XML format

1
. This file is parsed using 

Wikipedia-Miner toolkit [58]. Upon removing small and overly 
specific concepts (those having fewer than 100 words and 
fewer than 5 incoming or outgoing links), the rest of articles 
were served for representing topics. The texts of these articles 
were processed by first tokenizing them, removing stop words 
and rare words (occurring in fewer than 3 articles), and 
stemming the remaining words using Porter algorithm [58]. 
The remaindered distinct terms served for representing each 
term as topic vectors. As described in Section 3.1, the 
importance of each term in each article has been calculated 
using TFIDF [36] weighting schema.  

GenSim [59] was leveraged for implementing LSA and 
LDA models. By employing incremental algorithms, this tool 

                                                           
1 https://dumps.wikimedia.org/  

makes these models able to be applicable on giant resources 
such as Wikipedia [23]. In order to compute SVD using 
Genism, Brand’s algorithm [60] for fast incremental SVD 
updates has been used.  Additionally, for the purpose of 
inferring topic distributions in LDA model, variational Bayes 
approximation [10] has been utilized.  

As it was previously mentioned in Section 3, the number of 
topics in both LSA [9, 48] and LDA [10] must be determined 
in advance. According to previous successful researches [45], 
      topics have been selected for implementing each 
model.  

4-4. Experimental results 

In this section extensive experiments for evaluating various 
topic-based models in computing semantic relatedness of 
geographic phrases have been conducted. In order to present 
the priorities of topic-based models in comparison to other 
existing models, the performance of them have been compared 
to a wide range of ontology-based models. 

The correlations between experimental results obtained by 
each model and scores determined by human judgment are 

presented in Table 1 based on Spearman (𝜌) and Pearson ( ) 
correlation coefficient. Previous researches [8, 54] revealed the 
importance of Spearman correlation in the task of word 
relatedness. Empirical results indicate that the performance of 
topic-based models is significantly better than ontology-based 
models in application of semantic relatedness of geographic 
phrases. Considering that the average correlation score between 
topic-based measure with human judgment (𝜌     

      ) is 

significantly higher than the average correlation score between 
ontology-based models with human judgment (𝜌        

  
    ).  The best ontology-based model has the correlation of 
𝜌          with human judgments, while the best topic-

based model has the correlation of𝜌        .  The lowest 
correlation refers to Resink [30] and the highest one refers to 
LSA [9, 48]. 

It is notable that for computing semantic relatedness of 
geographic terms using ontology-based models, each phrase 
should be mapped into its corresponding concepts in WordNet. 
It is referred as entity linking and faced several challenges [50]. 
As it was presented in section 4.2, in GeReSiD [54] each 
phrase has been mapped to its corresponding concept in 
WordNet. For evaluating ontology-based models, these 
concepts have been used. In other word, considering challenges 
in automated methods for entity linking [50]; the efficiency of 
ontology-based models in real world will be lower than values 
presented in Table 1. While topic-based models do not require 
linked concepts and their results are more consistent to real 
world. 

The correlation between the results generated by various 
topic-based models in comparison to each other is illustrated in 
Figure 2. The distribution of semantic relatedness estimated by 
each model is presented. As previously mentioned, the number 
of high/middle/low relatedness pairs in GeReSiD [54] comply 
the same distribution. Therefore, the histogram of value 
distribution determined by human judgments has a uniform 
distribution. In contrast, the histogram of values estimated by 
ESA[8], LSA [9] and LDA [10] models has skewness. This 
confirms that unlike the high correlation between semantic 

https://dumps.wikimedia.org/
https://dumps.wikimedia.org/
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relatedness values estimated by topic-based models and values 
estimated by humans; topic-based models are still unable to 
identify the semantic relatedness between some pairs. This can 
have an important role in development of these models in the 
future. 

On the other hand, as illustrated in Figure 2, the values of 
semantic relatedness determined by various topic-based models 
follow same distribution and have high correlation to each 
other. So the values determined by different topic-based 
models often coordinate with each other. These empirical 
results imply the need to integrate these models into a unifying 
approach. 

The values of semantic relatedness estimated by topic-
based models with the values estimated by humans for each 
pair of phrases in GeReSiD [54] are shown in Figure 3. As it is 
illustrated in the chart, the values generated by topic-based 
models are lower than the actual values determined by human 
judgments. However, duo to the distribution of values of 
semantic relatedness estimated by topic-based models (Figure 
2), it is predictable. 

In order to show that the results are not likely to occur 
randomly, but rather are likely to be attributable to a specific 
cause, statistical hypothesis testing was employed to determine 
if the results are statistically significance or not. Statistical 
significance tests were calculated between the dependent 
Spearman correlations coefficients produced by topic-based 
models and ontology-based models. One tailed hypothesis test 
(topic-based models are better than ontology-based models) 
was used as an alternative test for assessing the difference 
between two paired correlations. It is worth nothing that the 
calculations rely on the tests implemented in the package 
cocor

2
. Statistical tests revealed that the results are considered 

statistically significant and the null hypothesis is rejected. 
Therefore, topic-based models are superior to ontology-based 
models and the results are caused by something other than 
mere random chance.  

TABLE 1. THE CORRELATIONS AMONG DIFFERENT ALGORITHMS AND HUMAN 

JUDGMENTS BASED ON SPEARMAN (Ρ) AND PEARSON ( ) CORRELATION 

COEFFICIENT ON GERESID DATASET. 

T
y
p
e
 

Algorithm 

Spearman's 

Correlation 

(𝜌) 

p-value 

Pearson's 

Correlation 

( ) 

p-value 

T
o
p

ic
-

b
as

ed
 

ESA[8] 0.68 0.0000 0.50 0.0002 

LSA[9] 0.72 0.0000 0.59 0.0000 

LDA [35] 0.52 0.0001 0.39 0.0057 

O
n

to
lo

g
y

-b
as

ed
 

HSO [21] 0.41 0.0033 0.39 0.0056 

Resnik [30] 0.26 0.0739 0.32 0.0224 

Lin [32] 0.39 0.0056 0.45 0.0011 

Jcn [31] 0.31 0.0266 0.38 0.0065 

Lch [19] 0.37 0.0087 0.37 0.0074 

Wup [20] 0.33 0.0183 0.34 0.0163 

Path [18] 0.45 0.0010 0.35 0.0125 

                                                           
1
 http://www.comparingcorrelations.org/ 

5. CONCLUSION 

Different methods have been for computing semantic 
relatedness of term in recent years. These models are 
commonly unsupervised and employ the analysis of terms 
occurrences distribution in documents of a large corpus. In 
spite of the conceptual correlation between all these models, 
each model has its own architecture, potential and drawbacks 
and it has been also  evaluated in particular domain application. 
According to these facts, (1) studying these models 
individually can be hard and challenging owing to the diversity 
of the architecture and the conceptual relatedness among them, 
(2) based on the evaluations of various models in different 
applications, comparing their efficiency is not simply possible. 

ESA [8], LSA [9] and LDA [10] are  known as three major 
indicators in this filed. To this end, all these models are 
presented in a unifying approach for the first time in this paper.  

This unified approach provides readers with a common 
interpretation of these models in spite of the fundamental 
differences in their details.  Additionally, to have 
comprehensive evaluations of these models, extensive 
experiments have been conducted in the field of geo-semantic 
relatedness. Moreover, the obtained results have been 
compared to an extensive range of ontology-based models. 
Based on the results, it can be concluded that: 

Topic-based models are not only confront with fewer 
limitations in comparison to ontology-based models but 
also they are more applicable in real world problems. For 
instance, all ontology-based models require to 
automatically map each term to its related concepts in 
ontology, which yields to various challenges. In addition, 
creating and maintaining ontology in a particular domain 
costly and timely. On the other hand, topic-based models 
are not confronted with any particular limitations and 
they are more applicable to real world problems. 

 
Fig 2. Scatterplot matrix of different topic-based models, with histograms, 

kernel density overlays, absolute Spearman’s correlations, and significance 

asterisks (0.05, 0.01, 0.001 

http://www.comparingcorrelations.org/
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• Topic-based models have significantly better 
performance in computing semantic relatedness of 
geographic phrases compared to ontology-based 
models. 

• The distribution of semantic relatedness values 
estimated by different topic-based models is similar to 
each other and there is significant correlation among 
them. Experimental results also confirmed the 
requirement for proposing a comprehensive unified 
approach for integrating these models. 

Previous researches have shown that computing semantic 
relatedness of phrases is applicable in an extensive range of 
real world problems. Using semantic relatedness measures in 
solving different problems in the field of Geographic 
Information Science is one of the remarkable research areas. 
The results of this paper confirmed that not only topic-based 
models are confronted  with less constraint compared to 
ontology-based models but also their performance in 
computing semantic relatedness of geographic phrases is 
significantly superior. Consequently, using topic–based 
models for computing sematic relatedness and their 
application in the field of Geographic Information Science 
can yield to an extensive range of future researches in this 
research area.  
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