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ABSTRACT 

The financial management field has witnessed significant developments in recent 

years to help decision makers, managers and investors, to made optimal decisions. 

In this regard, the institutions investment strategies and their evaluation methods 

continuously change with the rapid transfer of information and access to the fi-

nancial data. When information is available as several inputs and output factors, 

the data envelopment analysis (DEA) applies to calculate the efficiency of com-

panies. Distinguishing efficient companies from inefficient ones, makes it possible 

for the financial managers to select suitable portfolios. The discriminating power 

of DEA depends on the number of companies under evaluation and the number of 

inputs and outputs. When the number of inputs and outputs are high compared to 

the number of units, most of the units will be evaluated as efficient, thus the dis-

criminating power of DEA decreases and the results are not reliable. To deal with 

this problem, the Quick-Reduct algorithm of the rough set theory (RST) was used 

in this study to reduce inputs or outputs. It should be noted that the advantage of 

this algorithm is its ability to use negative data.    

 

1 Introduction 
 

Portfolio management assists the investors to select optimal portfolio through analyzing the past and 

present status of companies and identifying the most efficient companies based on some criteria. Due 

to its importance, some models have been developed in the field of portfolio selection according to the 

conducted research, which was gradually replaced by new models after identifying their shortcom-

ings. Several criteria such as the return on investment, earnings per share, price to profit per share 

ratio, and risk taking have been identified and applied in different models of portfolio evaluation in 

the conducted researches to identifying the factors and criteria affecting the stock portfolio selection. 

Hence, it is necessary to adopt the methods including different variables for decision making in port-

folio selection. Beside, competition between traders eliminates asset pricing, so each stock is always 

properly priced and it has been tried to overcome random stock selection. So, it is difficult to select 

stocks with high expected returns for market failure. It is also difficult to assess the company’s per-

formance with different inputs and outputs; however, the DEA method combines multiple inputs and 

outputs of a company with the unit’s overall performance criterion. As a result, DEA can be consid-

ered as a useful tool for selecting the shares of capital owners in the financial services industry. The 
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estimated performance for each company (decision making unit) is affected by its inputs and outputs. 

Most of the units are evaluated as efficient and the dimensions of production space increase when the 

number of inputs and outputs are higher than the number of units; but instead, the discriminating 

power of DEA decreases. In this case, the results of the measurements are not reliable (See [1]). The 

input and output variables that are less important than others and have less impact on the performance, 

may be reduced by adopting appropriate scientific methods to deal with this problem. Several studies 

have been carried out so far on stock portfolio selection based on the DEA models. As the preliminary 

assumption of DEA and to correctly determine the efficiency in each of these studies, it is generally 

assumed that three times the sum of efficiency assessment factors is less than the assessed units. 

However, this assumption is ignored in some studies and therefore, the assessments are accompanied 

by drawbacks. In the papers [2,3], there is a concern about the impact of the number of input and out-

put factors in DEA models. Cooper et al. [1] introduced an empirical rule that expresses the relation-

ship between the number of units and the number of performance measures. Although removing any 

factor will affect relative performance, the selection set should inevitably be selected to have fewer 

effects on the performance of the units. There are several methods to discriminate units. According to 

[4,5], the most popular approaches are super-efficiency models [6-9]. These approaches do not at-

tempt to reduce dimension to increase discrimination of units and using all the information, include 

additional models rank the units. Despite the applicability of these approaches on some issues, re-

searchers in the opposite view emphasize on observing the thumb rule and maintaining reasonable 

dimensions in DEA models [1,10]. In the literature, there are approaches such as Delphi, Fuzzy Del-

phi and Shannon’s entropy that have been applied to reduce the number of measurement factors in 

DEA [11-13]. The Delphi method requires knowledgeable and expert contributors to individually 

respond to questions and submit the results to a central coordinator. Nevertheless, not all problems of 

the expert survey can be avoided; Interviewing several people creates further restrictions. Shannon’s 

Entropy is used on determining importance weights of influencing factors based on a decision matrix. 

Constructing such a decision matrix needs a deep statistical knowledge in data, although it may be 

constructed subjectively like what is done in [13]. Principle component analysis (PCA) is a statistical 

procedure that uses an orthogonal transformation to convert a set of observations of possibly correlat-

ed variables. The combination of PCA and DEA models is suggested when there is an excessive num-

ber of inputs and outputs in relation to the number of decision-making units [14-15]. In this approach 

none of inputs and outputs are removed, but they are with a weight will be combined together. It must 

be noted that PCA-DEA models did not developed when inputs or outputs contain negative values. 

Since several factors should be examined when investing in the stock exchange, especially in allocat-

ing their funds in stock portfolio, it is important to obtain the vital performance measures of each in-

dustry in order to calculate its efficiency. By examining the financial statements of the companies 

listed in the stock exchange of Iran in this study, fifteen factors affecting the efficiency (nine inputs 

and six outputs) were considered corresponding to each industry. Since the number of companies in 

the Iranian stock exchange is not proportional to the number of assessment factors in many industries, 

so a method is needed to select the necessary factors in assessing the efficiency of each industry. The 

Rough Sets Theory (RST) and Quick-Reduct (QR) algorithm were used in this regard. RST seeks to 

identify the pattern of data. based on RST and discernibility criteria, the dependency degree of each 

input(output) to a data set can be identified. Therefore, independent factors can be removed with min-

imal damage to data [16]. Then, it is possible to determine the efficiency of companies affiliated with 

various industries and consider in stock portfolio evaluation using the negative DEA method. 

 The rest of the paper is structured as follows: Some previous studies on the portfolio evaluation 



 Joulaei and Mirbolouki  

 
 

 

 

Vol. 5, Issue 1, (2020) 

 

Advances in Mathematical Finance and Applications  

 

[55] 

 

and selection based on DEA models are reviewed in the second section. Section 3 provides the basic 

definitions of DEA, negative DEA, and RST. Section 4 has dedicated to how to evaluate the efficien-

cy of Iranian companies and finally, the conclusion is presented in the fifth section. 
 

2  DEA Background on Stock Portfolio Evaluation  
 

There has been a lot of discussion about how to select the best stock portfolio. The main stock portfo-

lio model was introduced by Markowitz [17] in 1952. The Markowitz Mean-Variance model is the 

most common and popular approach in investment selection problem. The Markowitz Mathematical 

Modeling Program is also the most effective tool for selecting the optimal portfolio. Markowitz de-

rived the expected returns and risk for the asset portfolios for the first time and showed that the rate of 

return deviation is a proper measure for the stock portfolio risk under a set of reasonable assumptions 

and explained a method for calculating the risk of stock portfolios. Following to the Markowitz meth-

od, Lee and Lerro [18] selected 10 industries including 61 companies as their research statistical pop-

ulation during 1959-1968. They considered Beta, returns, Ci, Di and the risk of each share criteria in 

61selected companies, for creating the optimal portfolio. Finally, they presented an ideal program-

ming model for building the optimal portfolio by prioritizing the criteria of their research population.   

Murthi et al. [19] introduced an index in portfolio performance based on DEA method. They noted 

that this index addresses the shortcomings of the former indices that were Jensen's alpha and the 

Sharpe index. They showed the benefits of the proposed approach and assessed the performance of 

mutual funds and resulted that the mutual funds are all approximately mean-variance efficient. Bowlin 

[2] investigated the financial performance of the business units of the US Department of Defense us-

ing DEA. Financial performance of commercial sectors related to defense affairs was assessed in 

comparison with non-defense sectors from 1983 to 1992 using DEA in this research. He compared the 

DEA and financial ratios analysis, and concluded that the above methods are complementary. DEA 

was also used by [20] to identify the efficient and inefficient mutual fund companies listed in the 

Morning Star 500 inventory. They also identified financial variables that differ significantly between 

efficient and inefficient investment companies and identify the nature of these relationships. 80 out of 

84 mutual fund companies were analyzed and companies were divided into three categories: efficient, 

with lowest efficacy and inefficient companies. Among these companies, 27, 22 and 31 companies 

were efficient, with lowest efficacy and inefficient, respectively. Edirisinghe and Zhang [21] devel-

oped a generalized DEA model to analyse a firm’s financial statements over time in order to deter-

mine a relative financial strength indicator that is predictive of firm’s stock price returns. Their model 

is based on maximizing the correlation between the DEA-based score of financial strength and the 

stock exchange performance. In a research conducted on the Taiwan Stock Exchange, Hung Chen 

[22] has used DEA models to select a portfolio of the most efficient companies in the eight Taiwan 

Stock Exchange industries. The historical data was prepared in this research from the second quarter 

of 2004 to the third quarter of 2007 as quarterly periods and consisted separate portfolios by CCR and 

BCC models. The portfolios obtained from the two models were compared with the portfolio resulted 

from selecting based on the size of the company and also the average market returns. The researcher 

has used Sharp's ratio to compare the returns adjusted with portfolio risk. The portfolio made by the 

size of the company yields lowest returns among the rest, but the portfolios made by DEA models 

have been accepted, and finally, it could yield higher returns than the average industry return and 

make an optimal stock portfolio by DEA method and considering several input and output, simultane-
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ously. Nowadays, there are many studies about the applications of DEA on portfolio performance 

evaluation and portfolio selection. Few of preliminaries are listed above. We can mention [23-31] to 

refer to the recent studies. 

 

3 Preliminaries 

3.1 Data Envelopment Analysis 
 
DEA is a non-parametric approach based on mathematical programming for assessment the relative 

performances of many different kinds of entities, commonly referred to as decision-making units 

(DMUs), where the attendance of multiple inputs and outputs makes collation difficult. DEA was 

initially introduced by [32] (CCR model) and extended by [33] (BCC model). Assume that there are � 

DMUs �DMU�; � ∈ 
1, … , ��� each using � semi-positive inputs �� = ����, … , ���� to produce � 

semi-positive outputs �� = ����, … , ����. Consider The following BCC model to assess DMU�; � ∈

1, … , ��: 

 

 

�� = min �                                                           
�.  .  
∑ "��#�$�%� ≤ ��#�    ' = 1, … , �
∑ "��(�$�%� ≥ �(�      * = 1, … , �
∑ "� = 1$�%�
"� ≥ 0                          � = 1, … , �

  (1) 

 

where 0 < �� ≤ 1 is the efficiency score of DMU�. If �� = 1 then DMU� is efficient, otherwise, it is 

inefficient. With the aim of generalizing of the existing distance functions and introducing a non-

oriented approach, Chambers et al. [34] suggested following generic directional distance (DD) model, 

which assess DMU� under VRS technology: 

 

-� = max �                                                           
�.  .  
∑ "��#�$�%� ≤ �#� − �123             ' = 1, … , �
∑ "��(�$�%� ≥ �(� + �156           * = 1, … , �
∑ "� = 1$�%�
"� ≥ 0                                            � = 1, … , �

  (2) 

 

where the nonzero directional vector �72 , 75� = (129 , … , 12: , 159 , … , 15;) enables the model to con-

tract inputs and expand outputs simultaneously. Using model (2), the inefficient unit depicts on the 

efficiency frontier. In fact, -� is the inefficiency score of the under evaluation unit . Therefore, DMU� 

is efficient if in model (2) -� = 0. Otherwise it is inefficient and the corresponding number is 1 − -�. 

As mentioned above, in the classical models of DEA, it is assumed that the input and output vectors 

are non-negative, while in applications such as the assessment of the performance of companies in the 

stock exchange, some inputs and outputs may have negative values. There are several studies on nega-

tive data in DEA [35-40]. Allahyar and Rostami-Malkhlife [41] were pioneered. They have proposed 

a non-oriented model which permits inputs and outputs to capture both positive and negative values 

and yields an efficiency measure. To assess DMU�, they considered the direction vector �72 , 75� =
(|���|, … , |���|, | ���|, … , | ���|) by using the absolute values of data and formulated the following 
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model: 

 

��∗ = max �                                                           
�.  .  
∑ "��#�$�%� ≤ �#� − �|�#�|            ' = 1, … , �
∑ "��(�$�%� ≥ �(� + �|�(�|          * = 1, … , �
∑ "� = 1$�%�
"� ≥ 0                                               � = 1, … , �

  (3) 

Model (3) yields the efficiency rating �∗corresponding to each DMU it is evident that �∗ ≥ 0. To 

have an efficiency score between 0 and 1 for inefficient units, and may consider ?� = 1 − @A∗
@BA

  where 

�̅� is defined as: 

�̅� = min Dmin# D�#� − �#E
|�#�| , �#� ≠ 0G , min( D�(H − �(�

|�(�| , �(� ≠ 0G , ' = 1, … , �, * = 1, … , �G 

where I = min�  J�#�, ' = 1, … , � K and K = max            �  J�(� , * = 1, … , �K. 
If �̅� = 0 then ��∗ = 0, otherwise 0 < ?� ≤ 1. DMU� is an efficient unit if  ?� = 1.  

3.1 Rough Set Theory and Feature Selection 

Rough set theory (RST) was first developed by Pawlak [42] as an extension of conventional set theory 

to deal with imprecise, incomplete and inconsistent information and knowledge. The RST has two 

steps. First step is forming the concepts and rules by classification of the relational database. The sec-

ond step is discovering the knowledge through the classification of the equivalence relation and clas-

sification for the approximation of the target. In the field of data analysis and processing theory, the 

RST emerged after probability theory, fuzzy set theory, and evidence theory to deal with uncertain 

information. As a novel thinking method, RST has become an important information processing tool 

in the field of intelligent information processing due to its easy operation. It has also used in many 

other research fields including machine learning, knowledge discovery, data mining and decision sup-

port and analysis. We refer the readers to [43,44] to learn more about RST. In the RST, classification 

of the domain of interest into disjoint categories are a pair of supported approximations, called as 

lower and upper approximations. Description of the domain objects which are known with certainty to 

belong to the subset of interest was considered as the lower approximation while the upper approxi-

mation is a description of the objects which possibly belong to the subset.  [45] introduced two main 

approaches to find rough set reducts.   

Let IM = (N, O)be an information system, where N is a non-empty set of finite objects (the universe) 

and O is a non-empty finite set of attributes such that PQ: N → TQ for every U ∈ O. TQ is the set of val-

ues that attribute U may take. With any V ⊆ O there is an associated equivalence relation IXY(V): 

 

 IXY(V) = J(�# , ��) ∈ NZ|∀ U ∈ \، U(�#) = U����K  (4) 

The partition of N, generated by IXY(V) is denoted ]/IXY(V) (or ]/V) and can be calculated as 

follows: 

 ]/IXY(V) =⊗ 
]/I�`
U�|U ∈ V�  (5) 

in which 
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 \ ⊗ a = 
b ∩ d|b ∈ \, d ∈ a, b ∩ d ≠ ∅� .  

 

If (�, �) ∈ IXY(V), then � and � are indiscernible by attributes from V. The equivalence classes of 

the V -indiscernibility relation are denoted f�gh. Let b ⊆ N. b can be approximated using only the 

information contained within V by constructing the V -lower and V -upper approximations of b: 

 

 Vb = 
�# ∈ N|f�#gh ⊆ b�  (6) 

 Vb = 
�# ∈ N|f�#gh ∩ b ≠ ∅�  (7) 

 

Let V and i be equivalence relations over N, then the positive region can be defined as: 

 

 VjMh(i) = ⋃ Vbl∈N∕n     (8) 

 

The positive region contains all objects of N that can be classified to classes of ]/i using the infor-

mation in attributes V. Using this definition of the positive region, the rough set degree of dependency 

of a set of attributes i on a set of attributes V is defined in the following way: 
 

 o = ph(i) = |hqrs(n)|
|N|    (9) 

For V, i ⊆ \ it is said that i depends on V in a degree of o (0 ≤ o ≤ 1). 

 

3.1.1 RST based reduct generation algorithms  
 

Categorization of objects in the universe needs a minimal subset of features. Reduct is a minimal and 

sufficient subset applied in the Quick-Reduct algorithm (QR algorithm) introduced in [46] as a RST 

based reduct generation algorithm. The reduct computation process starts with an empty reduct set 

and the attributes recursively add to it, one by one to produce a maximum possible value. QR-

forward, QR-backward and Improved-QR generation are three variations of QR algorithm based on 

the criteria of adding features. The QR-forward algorithm, starts by the first feature and successive 

selection of next feature and checking for any improvement in the metric i.e., degree of dependency.  

The QR-Backward algorithm starts from the last feature in the feature set and successively adds the 

features from the last one and similarly observes for improvement and iteratively repeats the process 

and terminates when the degree of dependency of the reduct set is equals to the degree of dependency 

of the full conditional attribute set. The drawback of these algorithms is that whenever the stopping 

criteria meets, the algorithm terminates without examining all features. The Improved QR algorithm 

(see Figure 1), examines the remaining attributes and from this it selects the one with maximum im-

provement in the metric. The following example clearly explains the variants of RST based reduct 

generation algorithms. 

Example 1. Suppose that there are 12 DMUs each of them consuming four inputs to produce five 

outputs. Table 1 shows the related data. If we calculate efficiency score of these units applying DEA 

model (3), it would be revealed that all units are efficient that means a weakness of DEA. To have a 

suitable assessment framework by DEA, the number of DMUs must be greater than three times of the 

sum of number of inputs and outputs [1]. Here, using variants of reduct generation algorithms, the 

number of inputs and outputs are reduced. Let conditional attributes (inputs) be tE = 
I�, IZ, Iu, Iv� and 

(outputs) tq = 
j�, jZ, ju, jv, jw�. In this example, we use k-mean algorithm to divide the dataset 
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into k partitions. The goal of k-mean algorithm is clustering data such that the sum of squared devia-

tions from the cluster's centroids is minimal. The decision attributes that are identified by k-mean al-

gorithm are YE for inputs and Yq for outputs.  

 

x ← 
 �                       
`�                                    
z ← x                      
∀� ∈ (t − x)        
            if p|∪
2�(Y) ~ p�(Y)
  z ← x ∪ 
��
x ← z                     
until  p|(Y) = p�(Y)
Return x                       

 

Fig 1: The Improved QR algorithm 

 

Table 1: Data of example. 

DMU   I� IZ Iu Iv  j� jZ ju jv jw YE Yq 

U1 1 3 9 13 4 8 -2 13 0  `u `v�  

U2 2 3 9 14 1 6 10 -3 -1 `u `Z�  

U3 2 5 9 10 3 6 10 -3 -1 `u `Z�  

U4 -1 5 -2 10 3 5 12 11 15 `� `u�  

U5 2 5 -2 10 2 5 9 13 0 `� `v�  

U6 -1 3 11 14 1 6 10 13 -1 `u `v�  

U7 -1 7 -2 10 2 5 -2 13 0 `� `v�  

U8 -1 3 9 10 3 7 -2 -3 0 `u `��  

U9 4 8 9 0 3 7 -2 -3 0 `Z `��  

U10 4 5 -2 14 1 6 10 -3 -1 `� `Z�  

U11 -1 8 12 10 3 7 -2 14 16 `v `u�  

U12 -1 3 12 0 1 6 -2 13 -1 `Z `v�  

 

The equivalence classes generated for the input conditional attributes are given below: 

N/I� = J
]1�, 
]2, ]3, ]5�, 
]4, ]6, ]7, ]8, ]11, ]12 �, 
]9, ]10 �K 

N/IZ = J
]1, ]2, ]6, ]8, ]12�, 
]3, ]4, ]5, ]10�, 
]7�, 
]9, ]11�K 

N/Iu = J
]1, ]2, ]3, ]8, ]9�, 
]4, ]5, ]7,10�, 
]11, ]12�, 
]6�K 

N/Iv = J
]1�, 
]2, ]6, ]10�, 
]3, ]4, ]5, ]7, ]8, ]11�, 
]9, ]12�K 

N/tE = (N/I�)⨂(N/IZ)⨂(N/Iu)⨂(N/Iv) 

          = J
]1�, 
]2�, 
]3�, 
]4�, 
]5�, 
]6�, 
]7�, 
]8�, 
]9�, 
]10�, 
]11�, 
]12�K 

N/YE = J
]1, ]2, ]3, ]6, ]8�, 
]4, ]5, ]7, ]10�, 
]11�, 
]9, ]12�K 

The degree of dependency of the attributes can be calculated using equation (9) as follows: 

p��(YE) = |J
]1�, 
]2�, 
]3�, 
]4�, 
]5�, 
]6�, 
]7�, 
]8�, 
]9�, 
]10�, 
]11�, 
]12�K|
|N| = 1 
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pE9(YE) = |
]1�|
|N| = 0.083 

pE�(YE) = |]7|
|N| = 0.083 

pE�(YE) = |
]4, ]5, ]7, ]10� ∪ 
]6�|
|N| = 0.41 

pE�(YE) = |
]1� ∪ 
]9, ]12�|
|N| = 0.25 

 

QR-forward algorithm  

Initially, x-`�� = ∅ and p|�����(YE) = 0.  

Select the first feature i.e., I� and add it to the reduct set. x-`�� = 
I��    p|�����(YE) =
0.083. 
Now, add the second attribute IZ to the reduct and continue the process until the degree of de-

pendency of the reduct equals to the dependency of all conditional attributes. x-`�� =

I�, IZ�  و  p|�����(YE) = �

�Z = 0.58. Then, x-`�� = 
I�, IZ, Iu�  و  p|�����(YE) = 1. 
The degrees of dependency of the attributes 
I�, IZ, Iu� are equals to the degrees of dependen-

cy of the full set of attributes. Then algorithm is terminated and the reduct is 
I�, IZ, Iu�. 

QR-backward algorithm  

Initially, x-`�� = ∅   and p|�����(YE) = 0. 

Select the last feature i.e., Iv and add it to the reduct. x-`�� = 
Iv�  و  p|�����(YE) = 0.25. 
There is an improvement in the dependency after adding the attribute Iv. Now, add the second 

attribute Iu to the reduct and continue the process until the degree of dependency of the Re-

duct equals to the dependency of all conditional attributes. x-`�� =

Iu, Iv�  و  p|�����(YE) = 1. 
The degrees of dependency of the attributes 
Iu, Iv� are equals to the degrees of dependency of 

the full set of attributes. Then algorithm is terminated and the reduct is 
Iu, Iv�. 

 

Improved-QR algorithm  

Initially, x-`�� = ∅ and p|�����(YE) = 0   
The attributes with the maximum dependency degree is Iu. So, first selection is Iu and 

p|�����(YE) = 0.41. Next attribute is Iv. Then, x-`�� = 
Iu, Iv�  و  p|�����(YE) = 1.  

The degrees of dependency of the attributes 
Iu, Iv� are equals to the degrees of dependency of 

the full set of attributes. Then algorithm is terminated and the reduct is 
Iu, Iv�. 

 

Similarly, we identify these algorithms for the output attributes tq = 
j�, jZ, ju, jv, jw� relative to 

decision attributes Y� and determining the reducts.  

 QR-forward algorithm results x-`�� = 
j�, jZ, ju, jv�. 
 QR-backward algorithm results x-`�� = 
jv, jw�.   
 Improved-QR algorithm results x-`�� = 
jv, jw�  

Here the reducts resulted from QR-backward and Improved-QR algorithms for both input and out-

put sets are equal. Table 2 contains the DEA-efficiency score calculated by model (3) in the presence 

of negative data and related to each reduct. Results show the discrimination of efficiency scores when 
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the number of selected factors are relatively less than DMUs; � ≥ 3(� + �).  

 

Table 2: Results of efficiency scores calculated by model (3). 

DMU QR-forward reduct QR-backward reduct Improved-QR reduct 

U1 1 0.2512 0.2512 

U2 1 0.3689 0.3689 

U3 1 0.45 0.45 

U4 1 1 1 

U5 1 1 1 

U6 1 0.1238 0.1238 

U7 1 1 1 

U8 1 0.45 0.45 

U9 0.1894 1 1 

U10 1 1 1 

U11 1 1 1 

U12 1 1 1 

 

4 Evaluating the Active Companies Listed in the Iranian Stock Exchange 
 

The stock exchange or the stock market is a place where stocks of various manufacturing, service and 

investment companies are traded. The securities refer to the shares of the companies, and to the place 

where exchanges are conducted, the exchange hall. Providing two groups of people with the legal 

right to engage in an economic activity and benefit from this activity are the main task of the stock 

exchange. These two groups are called investor and investee; investors have money and capital or 

savings but cannot work with it, and investees group have the ability to carry out economic activities 

but do not have enough capital and the exchange makes it possible that these two groups legally trade. 

The efficiency assessment of the companies and industries in the Iranian stock exchange are presented 

in this section, considering efficiency in three consecutive periods. It should be noted that each indus-

try uses Improved QR algorithm to reduce the evaluation factors and then efficiencies of the compa-

nies in the related industry can be evaluated applying the model (3). According to the audited balance 

sheet and the profit (loss) statement information of the companies active in the Iranian stock ex-

change1, 15 criteria were calculated including input parameters (liquidity ratio, leverage ratio, activity 

ratio) and output parameters (profitability ratio, valuation ratio) according to the following formulas. 

It must be noted that we just considered companies and industries that their financial statement audit 

for the year 2014 have been reported.  

Financial Ratios Formulas: 
 

1. Debt to Equity Ratio: Total non-current debt divided by shareholder equity. 

2. Quick Ratio: (Non-current assets, inventories of goods and materials) divided by current lia-

bilities. 

3. Current Ratio: total current assets divided by current liabilities. 

4. Solvency Ratio-I: total liabilities divided by total assets. 

5. Solvency Ratio-II: total liabilities divided by shareholder equity. 

6. Leverage Ratio: total assets divided by total shareholder equity. 

7. Asset Turnover: Income from sales of services and goods divided total assets. 

8. Inventory Turnover: income from goods sold divided by inventory and goods. 
                                                                        
1 Securities and Exchange Organization web site: www.codal.ir 
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9. Receivables Turnover: Income from sales of services and goods divided into trade accounts 

receivable. 

10. Return on Assets: Net Profit (loss) divided by total assets. 

11. Earnings Per Share (EPS): (Net profit (loss) - preferred dividends) divided by (capital/1000). 

12. Net Profit Margin: Net profit (loss) divided by income from sales of services and goods. 

13. Return on Equity: Net profit (loss) divided by equity. 

14. Price to Earnings (PE) Ratio: (present value divided by (Capital * 1000)) divided by EPS. 

15. Price to Book Ratio: (present value divided by (capital*1000)) divided by ((equity) * 

1,000,000) divided by (capital*1000)). 

Table 3: Inputs and outputs of Iranian stock exchange. 

Inputs Liquidity Ratios 

 

Debt to Equity Ratio I1 

Quick Ratio  I2 

Current Ratio  I3 

Leverage Ratios Solvency Ratio-I  I4 

Solvency Ratio-II  I5 

Leverage Ratio  I6 

Asset Utilization 

 

Asset Turnover  I7 

Inventory Turnover  I8 

Receivables Turnover  I9 

Outputs Profitability Ratio 

 

Return on Assets  O1 

Earnings Per Share (EPS)  O2 

Net Profit Margin  O3 

Return on Equity  O4 

Valuation Ratio 

 

Price to Earnings (PE) Ratio  O5 

Price to Book Ratio  O6 

 

Table 4: Active industries in the Iranian stock exchange and selected reducts 

Industry Number of companies Input-reduct Output-reduct 

Extraction of metal ores 10  {I1,I2,I4} {O1,O3} 

Massive real estate 12 {I1,I4} {O1,O2} 

Automobile and parts 32 {I1,I2,I3,I7,I8} {O1,O2,O3,O5} 

Medicine 35 {I4,I6,I8} {O1,O2,O4} 

Electrical appliances 12 {I1,I2} {O1,O2,O4} 

Computer 12 {I1,I2,I3} {O1,O2} 

Gypsum-lime-cement 32 {I2,I4,I8} {O1,O2,O3,O4,O5} 

Chemical 52 {I3,I4,I7,I8,I9} {O1,O2,O3,O5} 

Food except sugar 30 {I1,I3,I7} {O2,O4,O6} 

Basic metals 30 {I2,I4,I7,I9} {O1,O4,O6} 

Sugar 16 {I2,I4} {O1,O3} 

Ceramic Tile 11 {I3,I4} {O1,O2,O3} 

Non-metallic mineral 21 {I2,I3,I4,I7} {O1,O2,O5,O6} 

Rubber and plastic 11 {I2,I3} {O1,O2,O3} 

 

Table 3 shows input and output classifications of the above 15 criteria. In this study we considered 14 

active industries and a number of companies in each industry as stated in Table 4. According to the 

Table 4, there are totally 316 active companies. All companies are homogeneous because they have 

the same inputs and outputs. We may want to compare all the companies together and evaluate the 

efficiency scores. Because three times the total number of inputs and outputs is 45 and this is less than 

the total number of companies, the resulting efficiency score can be estimated reliably. However, the 
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nature of companies is not necessarily the same, implying an efficient company in an industry cannot 

be considered as a benchmark of inefficient unit in another industry. Therefore, companies in each 

industry must be evaluated separately and ultimately their efficiency should be considered for portfo-

lio selection. Except for chemical industry, all other industries contain less than 45 companies that 

means the number of inputs and outputs are higher than the appropriate proportion with the number of 

companies. So, we applied Improved QR algorithm introduced in the previous section to reduce the 

number of performance factors as much as possible to have a reliable efficiency score.  
 

Table 5: Efficiency score of companies in Extraction of metal ores industry  

Company                             Efficiency score 

 R1: {I1,I2,I4,O1,O3} R2: {I2,I4,O1,O3} 

Bama 1.00 1.00 

Supply of Sabian Steel 1.00 1.00 

Milad Steel and Iron 0.65 0.59 

Chadormalu 1.00 1.00 

Gol Gohar 0.67 0.65 

Bafgh mines 1.00 1.00 

Zinc mines of Iran 1.00 1.00 

Taknar Copper mine 1.00 1.00 

Manganese mines of Iran 0.59 0.54 

Damavand mining 1.00 1.00 

 

Table 4 contains selected reducts for both inputs and outputs that are calculated by Improved-QR al-

gorithm. The number of inputs and outputs are reduced as much as possible, although the thumb rule 

which is an empirical rule is not valid for serval industries. In these situations, the analyst can select 

the most dependent criteria to include in the reduct. It should be noted that in case of using the direct 

DEA method without reducing the evaluation factors, most companies are evaluated as efficient, 

which indicates that the calculations are not valid. Companies with a good investment risk can be 

identified based on the efficiencies and the methods of literatures mentioned in the section 2.  

 

 

 

 

 

 

 

 

 

 

 
 

Fig 2: The steps of companies’ efficiency evaluation. 

 

Due to the large number of companies, we just report efficiency scores of companies in Extraction of 

metal ores industry. The efficiency scores in the Table 5 are evaluated based on two types of reducts. 
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The first reduct (x�) is related to Improved-QR algorithm and the second reduct (xZ) eliminate I� 

from x� because of low independency of I� to input-reduct and regarding to the thumb rule. Accord-

ing to Table 5, efficient companies in both reducts are the same. To have a glimpse of the presented 

method used to calculate the efficiency score of companies, Figure 2 depicted the steps of the jth in-

dustry as a flowchart. 

 

5 Conclusions 
 

In the case of existing relatively large number of factors in evaluating the company’s efficiency by 

DEA model, the calculated efficiency is not often valid. Accordingly, various methods have been in-

troduced to eliminate unnecessary factors. In this paper, applying the QR-algorithm of RST, we pre-

sented a method to reduce low dependent factors. The introduced method was applied for evaluating 

efficiency scores of companies and industries listed in Iranian stock exchange. Since there are nega-

tive data in this application, former reduction methods such as DEA-PCA methods are not applicable 

more. We address a negative DEA model in the literatures to resolve this problem. This model along 

with introduced QR-algorithm can be helpful to estimate the efficiency scores of companies in the 

Iranian stock exchange. Observing the status of companies during several periods of time and intro-

ducing a dynamic method for eliminating low dependent criteria is suggested for next studies. 
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