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Abstract. The issue of credit risk and deferred bank claims is one 

of the sensitive issues of banking industry, which can be considered 

as the main cause of bank failures. In recent years, the economic 

slowdown accompanied by inflation in Iran has led to an increase 

in deferred bank claims that could put the country's banking 

system in serious trouble. Accordingly, the current paper presents a 

prediction model for credit risk of real customers of Qavamin Bank 

Branch in Shiraz, using a combined approach of logistic regression 

and neural network. Therefore, the necessary examinations were 

carried out on a sample of 351 individuals from the real customers 

of the bank in the period 2011-2012. According to the information 

available, 17 variables were extracted including financial and non-

financial variables for classifying customers into well-balanced s 

and ill-balanced s. Among the variables, five effective variables on 

credit risk were selected using the parent forward stepwise selection 
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technique, which was used to train neural networks with three 

neurons in the hidden layer. the optimum cutting point was 

selected based on the performance curve of the system and the 

results of the neural network output on the test data show that the 

accuracy of the combined model in the classifier of well-balanced 

customers is .89 and in the category of ill-balanced customers is .83 

that is better than the results of logistic regression and in general, 

it is possible to estimate the accuracy of prediction. 

Keywords: Credit Risk, Logistic Regression, Neural Networks, 

Receiver Operating Characteristic (ROC). 

1. Introduction 

The banking industry is one of the most important sectors of every 

economy. Banks as brokers alongside stock and insurance are the main 

pillars of financial markets. There is strong evidence that good-

performing commercial banks have accelerated economic growth, while 

poorly-performing commercial banks are preventing economic progress 

and cause poverty. Granting a loan puts the bank at risk. Credit risk or 

risk associated with non-repayment of debt is the oldest and most 

common form of risk in the financial market in the history of banking. 

This kind of risk is the most important type of risk in financial, 

commercial, and trading transactions (Richard et al., 2008). The 

increasing variety of traders from individuals to independent states and 

the growing variety of obligations (from car loans to complex 

transactions) means that credit risk management is at the forefront of 

risk management activities undertaken by active companies in the 

financial services industry. The high availability of banks' deposits and 

facilities provided by banks has meant that there are no suitable models 

for measuring credit risk and risk management systems in the banking 

network. Accordingly, the current paper aimed at presenting a hybrid 

model for assessing the credit risk of real customers studying Qavamin 

Bank Branches in Shiraz. 

2. Background 

There are two major issues regarding credit risk management. One is the 

variables that influences and predicts this risk, and the other includes 
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models used to combine predictor variables in order to achieve an 

appropriate accuracy in classification. Therefore, it is important to 

identify the effective factors and the variables involved in credit risk. In 

many researches such as that of Mirzaie et al. (2011) and Beikzaded et 

al. (2014), investigated key variables affecting the credit risk of banking 

customers based on the 5C model, including qualitative and financial 

variables (personality, capacity, capital, collateral, general terms and 

conditions.  Empirically, it should be noted that most researches on 

identifying the factors affecting credit risk relating to the 5C indicators, 

and more recently with the addition of a feature called "Terms and 

Conditions of Facility" (which shows the amount applied for by the 

applicant, the purpose for the application and the requested time 

duration), have used the 6C index (Ghassemi & Deniyayi, 2015). The 

current paper has used 17 financial and non-financial variables in 

explaining credit risk.  

3.  Method 

This is an applied descriptive-analytical research. The statistical 

population of the study is all real customers of Qavamin Bank Branches 

in Shiraz. The total of all the data provided to the researcher based on 

an administrative process and a letter section includes 351 files from 16 

branches of Qavamin Bank of Shiraz, which is a statistical sample. 

Logistic regression is a regression statistical model for binary variables 

such as illness or health, well-balanced and ill-balanced and so on. This 

model can be considered as a generalized linear model that uses the legit 

function as a link function, and the error follows a polynomial 

distribution. Logistic regression can be seen as a special case of general 

linear modeling and linear regression. The logistic regression model is 

based on completely different assumptions (on the relationship between 

dependent and independent variables) of linear regression. The 

important difference between these two models can be seen in the two 

logistic regression features. First, the conditional distribution y | x is a 

Bernoulli distribution instead of a Gaussian distribution (because the 

binary dependent variable). The second is the probability prediction 

values and is limited to the interval between zero and one and to the aid 

of the logistic distribution function. In the logistic regression, the 
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relationship between independent variables and dependent variable, 

which has two values of zero and one, is as 
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To meet parameters α  and β  are used to estimate the maximum 

accuracy. The logistic regression output is between zero and one, and the 

value of.5 is commonly known as the cutoff point. Therefore, if the value 

of the regression is half the size or smaller, the input data class will be 

different. In general, the0.5-point cutoff value is not effective and this 

point needs to be optimized. Another suitable criterion for measuring the 

quality and efficiency of fitted models and determining their predictive 

power is using the area under the Receiver Operating Characteristic 

(ROC). This curve is the sensitivity of a feature and area below which is 

a number between 0 and 1 and serves as a benchmark for measuring the 

ability to predict models. This number is close to 1, indicating the 

ability and efficiency of the prediction model. This method is a visual 

comparison and it is easy to draw this curve in SPSS software. With a 

glimpse at logistic regression and neural networks, the combined research 

model acts as follows: 

With the help of logistic regression, candidate variables are refined in the 

field of risk prediction of the parent with the parent forward search 

approach and the list of the most important influencing variables is 

determined by the logistic regression function. Therefore, if the initial 

variables are equal to 
1 2
, ,...,

p
X X X , the output of this stage is an effective 

variable * * *

1 2
, ,...,

k
X X X . In the next step, the selected variables are used as 

inputs of the neural network with a well-balanced and ill-balanced 

output. A high-level nonlinear neural network establishes the link 

between inputs and outputs in train data. To calculate the optimal 

cutoff point in the neural network, the performance characteristic curve 

is also used and the accuracy of the designed network is evaluated on the 

test data. 
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4. Findings 

The list of the seventeen variables used in the research is intended to 

predict well-balanced or  ill-balanced  the actual persons of the banking 

facility applicant as shown in Table 1. 

Table 1. Research variables 

Title Symbol  

The amount of loan (Riyal)  x1  

Due time (month) x2  

Facilities annual interests x3  

Monthly income (Riyal) x4  

Age (year) x5  

Unbalanced checks x6  

Debt history: 1 debt-history , 0 non-debt history x7  

Duration of account (year) x8  

Type of collateral: 1 mortgage and account, 0 business trusts x9  

Education: 1  with academic education/ 0 without academic education x10  

Gender: 1 male, 0 female x11  

Spouse employment: 1 employed, 0 non-employed x12  

Marital status: 1 married, 0 single x13  

Property ownership: 1 owner, 0 tenant x14  

Business: 1 state employed, 0, self-employed x15  

Loan type: 1 murabeha, 0 Gharz al hassana  x16  

Assignment or non-assignment: 1 non-assignment and 0 assigned  x17 

 

The dependent variable is also a virtual variable  that will be   for well-

balanced customers and  for ill-balanced customers. The ill-balanced 

customers are faced with the problem faced by the bankers in repaying 

the bank's facilities and have six or more installments. The total number 

of extracted files is 351, of which 330 are related to well-balanced 

individuals and 21 are related to ill-balanced ones. Therefore, 

approximately .49 of sample are well-balanced and the remaining .60 are 

ill balanced ones. Table 2 depicts descriptive statistics of variables. 
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Table 2. Descriptive statistics of research variables 

Statistical index  X1 X2 X3 X4 X5 X6 X7 

 Mean  241000000 42/64 15/6496 25000000 41/3 0/8 3/16 

Median  17000000 36 18 21000000 39 0 2 

Maximum  3200000000 560 60 200000000 75 21 17 

Minimum  12000000 12 4 0 21 0 0 

Standard deviation   277000000 31/72 5/3452 18000000 11/1 1/15 3/02 

Skewness 6/08 12/49 1/7225 4/91 0/47 17/.28 1/78 

Peakeness  55/56 203/18 17/13 39/2812 2/43 310/86 7/02 

Jarque bera 42583/3 595218 3094/38 20662/7 17/78 1403623 423/03 

 p-Value 0 0 0 0 0 0 0 

The value of the Jarque bera statistic for all variables in Table 2 

indicates that the distribution of any of the variables does not follow 

a.95 confidence level of normal distribution. The statistical description of 

the virtual variables from the mean byte is presented in Table 3. 

Table 3. The mean of virtual variables 

Description  Mean 

Non-debt history 0/923  

Mortgage collateral 0/461  

Academic education  0/606  

Male  0/666  

Employees spouse  0/418  

Married  0/772  

Residential Owners 0/575  

Government jobs 0/287  

Being a single person 1  

Murabahah Facilities  0.98 

Well-balanced s 0/940171  

Due to the fact that all of the facilities offered are non-negotiable, the 

virtual variable of duty was excluded from the sum of the research 

variables. 351 sample files were divided into two categories of train data 

and test data for the period 2011-2017. 15 well-balanced records (from 

330 records) and 15 ill- balanced records (from 21 cases and equivalent 

to.25 data) were randomly selected as train data. Indeed, since the 
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number of ill- balanced customers is far less than the number of well- 

balanced customers, the two models were considered equal to the model's 

ability to predict ill- balanced records. X4: Average monthly income, x6: 

Number of return checks; x7: Bank debt history; x8: account duration 

and x9: type of collateral was selected for entering the regression 

approximation in Table 4. 

Table 4. Approximation of logistic regression model 

Variable Value 
Standard 

deviation 

Parent 

Statistics 

Degree of 

freedom 
p- value B

e  

X4 /0001 /00001 7/059 1 /0008 1/000 

X6 -/0801 1/047 /0586 1 044/0 /0449 

X7 2/244 /0722 9/658 1 /0002 9/435 

X8 /0382 /0149 6/577 1 /0010 1/465 

X9 1/763 /0711 6/140 1 /0013 5/828 

C 173/0 /0756 /0053 1 /0819 1/189 

The last column shows the amount of increase or decrease in probability 

for one increment in the independent variable. So the logistic regression 

model is 

( )4 6 7 8 9

1

1 exp 0.173 0.001 0.80 2.24 0.382 1.76
Z

x x x x x
=

 + − + − + + +  

 

According to Table 4, all variables in the model have a significant effect 

on the dependent variable. In the meantime, the effect of the number of 

return checks is negative and significant, which means that the increase 

in the number of return checks reduces the dependent variable and 

increases the likelihood of it being placed in the category of ill-balanced. 

The bank debt record has a positive and significant effect, despite the 

expectations. 

According to the ROC curve, the optimum cutting point in train data 

was calculated to be.44. The performance of the logistic model in the 

classification of train data is in accordance with Fig 2. In this Figure, 15 

first data are well-balanced and 15 second data are ill-balanced 

customers, and the cut line is 0.44 
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Fig 1. ROC curve to calculate the optimal cut point 

 

Fig 2. Logistics model performance in train data 



Credit Risk Measurement of Trusted Customers Using Logistic Regression ...  99 

According to Fig 2: 

(A) The probability of a well-balanced customer to be classified correctly 

is 0.73. 

(B) The probability of an ill-balanced customer to be classified correctly 

is 0.730. 

The function of the regression model is presented on 315 data files of 

well-balanced records (321 first data of Fig 3 and 6 data from ill-

balanced records (6 final data of Fig 3 and a cutting line of.44. 

 

Fig 3. Logistic model performance on test data 

According to Fig 3: 

(A) The probability of a well-balanced customer to be classified correctly 

is 0.73. 

(B) The probability of an ill-balanced customer to be classified correctly 

is 0.50. 

As you can see, logistic regression does not have the proper performance 

in the test data. In the following, a neural network with three neurons in 

Z
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the hidden layer will be used to classify the customers, whose inputs are 

the five variables selected in the parent forward stepwise selection 

technique logistic regression. The neural network view used is shown in 

Fig 4: 

 

Fig 4. Schematic view of research neural network 

Using coding in MATLAB software, the neural network was trained with 

the help of post-ejection error method on the same training data set of 

the logistic model. Fig 5 presents the performance of the neural network 

in the classification of customers in the train data. In this figure, as in 

the past, the 15 first well-balanced data and the next 15 subsequent ill-

balanced data were calculated, and the cutoff point was calculated to be 

0.43, with the help of the characteristic curve.  

 

Fig 5. Neural network function on train data 
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According to Fig 5: 

(A) The probability of a well-balanced customer to be classified correctly 

is 0.933. 

(B) The probability of an ill-balanced customer to be classified correctly 

is 0.933. 

The results of the neural network are far better than the logistic 

approach in train data. Now, the test data must also be checked to 

determine the accuracy of the model in real terms. As in the past, the 

performance of the regression model is presented on 315 test data from 

well-balanced records (321 of the first data of the Fig 6 and 6 of the data 

of ill-balanced records (6 final data of the Fig 6). 

 
Fig 6. Neural network performance on test data 

The neural network performance on ill-balanced customer on 6 final test 

data in the Fig 6 is presented, which is presented in the Fig 7 for a 

better view: 
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Fig 7. Neural network performance on ill-balanced customer test data 

According to the results of the neural network on test data: 

(A) The probability of a well-balanced customer to be classified correctly 

is 0.89. 

(B) The probability of an ill-balanced customer to be classified correctly 

is 0.833. 

Therefore, the performance of the neural network-logistic regression 

model has been able to provide better results than the logistic model, 

and increase both probabilities which is equivalent to simultaneous 

reduction of the type one error (wrong classifier of a well-balanced 

customer) and type two error (wrong classifier of an ill-balanced 

customer) compared to the conventional logistics model. 

5. Conclusion 

The current paper examined the performance of the combined logistic 

regression-neural network model along with the optimum cutoff point 

derived from the ROC on the case study of Qavamin Bank Branches in 

Shiraz to predict the credit risk of real customers. Though it is difficult 

to segregate ill-balanced and well-balanced customers properly due to the 
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low percentage of ill-balanced customers (.06 out of the all data) in the 

test data, the results of the model classification can be suitably 

evaluated. Therefore, this system is recommended in the prediction of 

credit risk. Neural networks with refined inputs from the logistic 

regression approach have been able to create a better boundary between 

customers, although this boundary is very sensitive and the data of a 

number of customers in the two groups is close to the boundary.  
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