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ABSTRACT 

Improving return forecasting is very important for both investors and researchers 
in financial markets. In this study we try to aim this object by two new methods. 
First, instead of using traditional variable, gold prices have been used as predictor 
and compare the results with Goyal's variables. Second, unlike previous research-
es new machine learning algorithm called Deep learning (DP) has been used to 
improve return forecasting and then compare the results with historical average 
methods as bench mark model and use Diebold and Mariano’s and West’s statistic 
(DMW) for statistical evaluation. Results indicate that the applied DP model has 
higher accuracy compared to historical average model. It also indicates that out of 
sample prediction improvement does not always depend on high input variables 
numbers. On the other hand when using gold price as input variables, it is possible 
to improve this forecasting capability. Result also indicate that gold price has 
better accuracy than Goyal's variable to predicting out of sample return. 

  

1 Introduction 
Research on the predictability of stock markets has a long history in financial economics [7]. While 
opinions differ on the efficiency of markets, many widely accepted empirical studies show that finan-
cial markets are to some extent predictable [6]. The main point is when the goal is to improving return 
prediction, most researches are trying to overcome this problem by increasing the variable. Less re-
search has been focus on changing the model to improve the prediction or if this happened, most of 
these models are linear and less are considered for nonlinear models. Despite the fact that researches 
show that so many factors are affecting the stock market’s performance, so fluctuations in the stock 
market are non-linear [18]. Another point is, however, the literature finds relatively limited evidence 
of predictability using out-of-sample tests. The general conclusion is that the evidence for stock return 
predictability is predominantly in-sample; and it is not robust to out-of-sample evaluations [28]. In 
this study we focus on this main point. we want to see if out-of-sample prediction improvement does 
not only depend on increase in the number of input variables and besides that, can sometimes better 
result be obtained by choosing less but correct number of variables as well as changing the model. 
Then the robustness of forecasting performance has been evaluated by allocation of different forecast-
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ing model at different data frequencies to see if the results depend only on the data frequency or also 
on the model. We use daily, weekly, and monthly S&P 500 indices over the period 4 January 1986 
until 31 December 2017. Three forecasting approaches for the out-of-sample stock returns based on 
the gold price are utilised. They are the Ordinary Least Squares (OLS), artificial neural network 
(ANN) and developed of artificial neural network called ‘Deep Learning Algorithm’. In-sample peri-
ods of 30%, 50% and 70% are chosen. This is important since the literature has shown that the results 
can vary depending on the in-sample periods, particularly in the finite sample sizes. The evaluation 

statistics for forecasting performance are out-of-sample R-squared (R୓ୗ
ଶ ) and Diebold-Mariano test. 

 

2 Literature Review 
Forecasting in the financial time series is basically predicting the series behavior one or few steps 
ahead with the help of a number of variables. The variables used for forecasting are either economic1 
or financial variables2 or in some cases, technical analysis output [13]. In some studies, these variables 
are used in combination [29, 32]. One of the benefit of variable combination is obtaining information 
from many economic and financial variables and at the same time forecast volatility reduction [28]. It 
has to be mentioned that even though financial and economic data are different in nature, their combi-
nation should be done with caution. This research employs the gold price as a predictor of stock re-
turns. There are some reasons why gold price has been chosen as a predictor. First, gold is a strategic 
commodity that has recently received much attention because it is among the most popular economic 
indicators and its price has lately exhibited a high volatility and may affect the prices in the commodi-
ty markets. There are so many studies exist that use gold price to study its effects on stock returns. 
These literature reports some kinds of relation between gold price and stock returns. Gold as a leader 
in the precious metals, has been used as money through history. While currently it is used for industri-
al purposes, its demand mostly originates from investment and jewellery. With jewellery demand sta-
ble and industrial demand declining, demand has increased because of retail investment especially 
after 2006 [27]. 
 In fact gold is a basic part of most of the countries’ international reserves portfolio and part of most 
investors’ portfolio around the world. In addition, investors buy gold to hedge the increasing risk in 
financial markets. Gold is one of the risk management tools used in hedging and diversifying com-
modity portfolios. Moreover, investors in both advanced and emerging markets often switch between 
oil and gold or combine them to diversify their portfolios [31]. Second there is a common belief that 
the prices of crude oil and gold, tend to move in unison. The reason why commodity prices tend to 
rise and fall together is because they are influenced by common macroeconomic factors such as ex-
change rates and inflation [17]. Generally, the relationship between oil price and gold price is posi-
tive, implying that oil and gold are close substitutes as safe havens from inflation. Theoretically and 
according to empirical studies, oil and gold prices are indirectly linked through inflation3, revenue 

                                                                        
1 Economic variable like: consumption-wealth ratio, inflation rate, nominal interest rates and price ratio. 
2 Financial variables like: book-to-market ratio, corporate issuing activity, dividend, earnings-price ratio, term and default spreads. 
3 Many researchers examined the inflation hedge effectiveness of gold by analyzing the short-run and long-run relationship between the 
inflation rate and the price of gold. Generally speaking, the evidence regarding a long-run relationship for both linearity and nonlinearities 
between gold and consumer prices strongly depends on the sample period and is not clear-cut although a reasonable conclusion is that gold 
is at least partially able to provide a hedge against inflation. 
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channel4, and exchange rates5. According to macroeconomic theory, the relationship between the two 
commodities could stem from the fact that oil price shocks may have a negative impact on the real 
economy and share prices; leading investors to look for alternative assets such as gold in terms of a 
hedge or a safe haven function. To sum up, the preceding literature shows that these two commodities 
are indirectly linked through different channels. However, fundamentally speaking, the direct rela-
tionship between oil and gold prices has not yet been considered. Empirically, some of the existing 
studies provided evidence that oil prices impact gold prices [24, 31]. 
It has been suggested for a long time that return can be predicted using different kind of methods 
mainly classified as time series forecasting models. These model can be divided in two big categories: 
classical models or econometrical models, that more than of them are liner, and modern model that 
most of them are nonlinear and usually originate from other disciplines such as mathematics, physics, 
computer and etc [19, 20, 30, 26, 14]. Empirical studies result on return forecasting models are differ-
ent. Some of them propose nonlinear models do not perform linear models [21, 22], some others show 
linear models outperform or perform as well as nonlinear models [1, 2], and finally some studies find 
nonlinear models outperform linear models [12, 30]. 
Although stock market is a non-linear dynamic system and predicting the stock prices path is a diffi-
cult task, but there is uniform agreement that stock returns behave nonlinearly [9, 3] and if we show 
this nonlinear behavior linearly, the model has not been chosen correctly and we encounter model 
specification Error problem. Artificial Neural Network is one of the nonlinear return forecasting mod-
els that have virtually no theoretical inspiration in finance (they are often labeled black box technolo-
gy), but it owes its popularity to its ability to fit into any functional data relationship to an arbitrary 
degree of exactness and works best in circumstances where financial theories have virtually nothing to 
say about likely functional form for the relationship between a set of variables [5].In addition, this 
model can discover the complex nonlinear relations and handle the predominant uncertainty and inac-
curacy in the stock market [3, 11].Despite its abilities, this model has not been very privileged among 
economists. Studies have shown that this model has not succeeded in predicting out-of-sample data. 
Therefore, in order to obtain a better result, this model is usually combined with other nonlinear mod-
els like fuzzy family model or genetic algorithm, etc. This combination improves the model's perfor-
mance and at the same time, it increases the complexity of the method too. 
From the many available kind of intelligence algorithm ‘Deep Learning Algorithm’ has been chosen. 
There are some reason for this choice: initially, deep learning is one of the machine learning algo-
rithms which has received considerable attention in recent years. There seems to be increasing interest 
in whether deep learning can be efficiently applied to financial problems. But the literature (at least in 
the public domain) still remains limited. Second: classical ANN models have structural problems such 
as gradient vanishing that doesn’t allowed the researcher to increase the layer or node and random 
weighting to the first layer parameter and vice versa. These problems have limited the forecasting 
ability of the model. The mentioned have been solved in deep learning method. In fact, this method 
offers an innovative technique that does not necessitate a pre-specification during the modeling pro-

                                                                        
4 Oil and gold prices are also indirectly linked through revenue channels. Some researches point out that gold price could also change with 
increasing oil prices if oil-exporting countries invest their revenues in gold. In addition, when oil price increases, oil exporters’ revenues 
from oil rise as well. If gold represents a significant share of the asset portfolio of oil exporters, and oil exporters purchase gold in propor-
tion to their asset portfolio, then the gold price rises. In that case, an oil price rise leads to a rise in gold price 
5 Some researchers argue that if a commodity such as gold or oil is denominated in dollars, a domestic appreciation against the dollar lowers 
the price of oil or gold in terms of the domestic currency, which increases demand and may lead to an increase in oil or gold prices. 
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cess as they independently learn the relationship characteristic in the variables [9]. Finally, every day 
many data are generated in financial markets that affects investors' expectations, supply, demand, and 
ultimately prices. In classical models it is impossible or very difficult to study these data simultane-
ously and when it has been done, it is difficult to provide model presumptions as many of the data’s 
information disappears. Deep learning is nonlinear data based method that takes huge amount of data 
as input and then extracts information from them. This is why this model is usually used in condition 
that using true preprocessing data methods can keep many of data related information. Our contribu-
tions to the literature are summarized as follows. First, we contribute further insights for the gold 
price and stock market relationship literature by employing an out-of-sample analysis utilizing a re-
cently developed of Artificial neural network called Deep learning Algorithm to show how well the 
gold price forecasts stock returns. Second, we test the robustness of forecasting performance by using 
different forecasting model. Finally we compare the out of sample forecasting ability of gold price 
with some Goyal's variables.  
 

3  Proposed Methodology 
Previous study such as Rapach et al [29] and Westerlund and Narayan [33] have tested the stock re-
turn predictability based on the simple predictive regression model as follow: 
 
r୲ା୦ = α + βx୲ + ϵ୲ା୦                         (1) 
 
where 𝑟𝑡+ℎ is the excess stock return, measured as stock returns in excess of the risk-free rate and xt is 
the predictor variable (in this study gold price).  
The predictive ability of 𝑥𝑡 can be tested under the null and alternative hypothesis as follow: 
 

ቄ     ୌభ:ஒஷ଴→୶୲ ୢ୭ୣୱ ୮୰ୣୢ୧ୡ୲ ୤୳୲୳୰ୣ ୱ୲୭ୡ୩ ୰ୣ୲୳୰୬ୱ.
ୌబ:ஒୀ଴  →୬୭ ୮୰ୣୢ୧ୡ୲ୟୠ୧୪୧୲୷                                       (2) 

 
Although this model is simple to estimate, Phan et al. [28] stated that this model suffers from endoge-
neity, persistency, and heteroscedasticity issues. This while, the mentioned problem have been solved 
for machine learning models6. 
In this research we have use this predictive regression as follow: first, we have use it for estimating 
traditional linear model, OLS to compare it with nonlinear models. Second, search a predictor func-
tion f in order to predict the market return at time t+1 , rt+1 , given the features (representation ) ut ex-
tracted from the information available at time t. We assume that rt+1 can be disjointed into two parts: 
the predicted output rොt+1 = f (ut), and the unpredictable part γ, which we regard as Gaussian noise: 
 
rt+1 = rොt+1 + γ,   γ∼N (0 , β) (3) 
 
Where N (0, β) denotes a normal distribution with zero mean and variance β. The representation ut 
can be either a linear or a non- linear transformation of the raw level information Rt. Denoting the 
transformation function by φ, we have:  

                                                                        
6 Data preprocessing or data representation is the first level in machine learning algorithm and before model estimated this problem had 
been solved by feature engineering. 
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ut = φ(Rt )  (4) 
rොt+1= f◦φ(Rt ) (5) 
 

When we use artificial neural network as nonlinear model, the nonlinear relationship between two 

variables hl and hl+1 is specified by neural network through a network function, which typically has 

the form of: 

h l+1 = δ(W hl + b) (6) 

In which, δ is called an activation function, and the matrix W and vector b are model parameters. The 
variables hl and hl+1 are said to form a layer; when there is only one layer between the variables, their 
relationship is called a single-layer neural network. 
Multi-layer neural networks augmented with advanced learning methods are generally referred to as 

deep neural networks (DNN). DNN for the predictor function, y = f(u), can be constructed by serially 

stacking the network functions as follows: 

y = δL (WL hL−1 + bL) (7) 

Where L is the number of layers. 

Given a dataset {un ,τn }N
n =1 of inputs and targets, and an error function ԑ(yn , τn) that measures the 

difference between the output yn = f(un ) and the target τn , the model parameters for the entire net-
work, θ= {W1,…, WL , b1,…,bL}, can be chosen so as to minimize the sum of the errors: 

min

0
൥J = ෍ ∈ (y୬, τ୬)

୒

୬ୀଵ

൩ (8) 

 
Given an appropriate choice of ԑ (·), its gradient can be obtained analytically through error back prop-
agation (Bishop, 2006). In this case, the minimization problem in (8) can be solved by the usual gra-
dient descent method. A typical choice for the objective function that we adopt in this paper has the 
form: 

J =
1

N
෍‖y୬ − τ୬‖ଶ

୒

୬ୀଵ

+ λ. ෍‖Wଵ‖ଶ

୐

୪ୀଵ

 (9) 

   
Where ‖. ‖ and ‖. ‖ଶ respectively denote the Euclidean norm and the matrix L2 norm. The second term 
is a “regularizer” added to avoid over fitting, while λ is a user-defined coefficient. 
 
 

3.1 Training Deep Neural Networks  
We constructed the predictor functions, rො୧,୲ାଵ = f୧(u୲), i = 1, … . , M. Using DNN, we employ a three-

layer network with 100 nodes in hidden layers of the form: 
h1 = ReLU(W1 ut + b1)  
h2 = ReLU(W2 h1 + b2) 
rොi,t+1 = W3 h2 + b3 

(10) 
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Where ReLU is the rectified linear unit activation function defined as: ReLU(x) = max (x, 0) with 
max being an element-wise operator. ReLU is known to provide a much faster learning speed than 
standard sigmoid units, while maintaining or even improving the performance when applied to deep 
neural networks [23]. Nevertheless, we also test a standard ANN for comparison: we replace ReLU 
with a sigmoid unit and reduce the nodes in hidden layers to one and keep the rest of the settings and 
parameters equal. With one sets of features, Raw Data, as the input, the DNN is trained minimizing 
the objective function defined in Eq. (9) with 1000 learning iterations (epochs), and the regularizer 
coefficient, λ=0.001. The last 20% of the training set is used as a validation set for early stop- ping to 
avoid over fitting. The training was conducted using Keras in Anaconda 3, Python 3.6. 
 

3.2 Benchmark Model and Statistical Evaluation 
Following previous studies such as Welch and Goyal [32] and Rapach et al. [29], we use historical 
average model as bench mark model: 

rො୘బାଵ =
1

T଴
෍ r୨

୘బ

୨ୀଵ

 (11) 

 
For Statistical evaluation according to Campbell and Thompson [8], R2 statistic has been chosen. It is 
computed as fallow: 

R୓ୗ
ଶ = 1 −

MSFEଵ

MSFE଴
 (12) 

   
𝑀𝑆𝐹𝐸0: MSFE of the benchmark model. 
𝑀𝑆𝐹𝐸1: MSFE of the competitor model. 

The R୓ୗ
ଶ measures the decrease in MSFE for the opponent model compared to the benchmark model. 

If the opponent model’s MSFE is less than that of the benchmark model (R୓ୗ
ଶ > 0), it shows that the 

opponent model is more accurate in forecasting than the benchmark model. 
We also test the null hypothesis 𝐻0∶ 𝑀𝑆𝐹𝐸0 ≤𝑀𝑆𝐹𝐸1 against 𝑀𝑆𝐹𝐸0>𝑀𝑆𝐹𝐸1, corresponding to 𝐻0∶ 
𝑅𝑂𝑆2 ≤0 against 𝑅𝑂𝑆2>0, the most common method incidentally is Diebold and Mariano’s [10] and 
West [34] statistic (DMW), which has the next form: 

DMW = ඥ(T − T଴ − h + 1)
dത

√sො
 

(13) 
 

Where dത =
ଵ

(୘ି୘బష୦ାଵ)
∑ d෠୲ା୦

୘
୲ୀ୘బ

 (14) 

d෠୲ା୦ = uො଴,୲ା୦
ଶ − uොଵ,୲ା୦

ଶ  (15) 

uො଴,୲ା୦ୀ୰ො౪శ౞ି୰ොబ,౪శ౞
 (16) 

uොଵ,୲ା୦ୀ୰ො౪శ౞ି୰ොభ,౪శ౞
 (17) 

sො =
1

T − T଴ − h + 1
෍ ൫d෠୲ା୦ − dത൯

ଶ
୘

୲ୀ୘బ

 (18) 
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4 Data Analysis and Findings 
We constructed a Deep Neural Network by using total stock returns from monthly prices of the 
S&P500 index from 4 January 1986 until 31 December 2017. Stock returns were collected from the 
Bloomberg database, while the gold price obtained from World Gold Council. Stock returns are 
measured as a continuous compounded return r୲ = ln(p୲ p୲ିଵ⁄ ), and the three-month Treasury bill 
rate is used to calculate the excess returns. We use different in-sample periods with the proportions 
30%, 50%, and 70% of the full sample to forecast the out-of-sample stock returns. As a result, the 
three out-of-sample periods are Jun 1995 to December 2012, November 2001 to December 2012, and 
April 2008 to December 2012. 
We employ three different predictive model, namely, the OLS, ANN, and DNN to forecast the stock 
returns of the S&P500 index using the gold price as predictor. The out-of-sample forecasting accuracy 
was evaluated by the well-known 𝑅2

𝑂𝑆 statistic. To test for the statistical significance of the outper-
formance, the DMW statistic was used for 4 model comparisons. The forecasting evaluation is under-
taken for the four horizons. 

 
4.1 Models Comparison with Historical Average (Gold Price as Predictor) 
In this part we reported results which compared the OLS, ANN, and DNN predictive models based on 
gold price as a predictor with the historical average model as bench mark based on the monthly data 
frequencies. Starting with Table 1, in this table for 30%, 50% and 70% in sample period and h=1, 3, 6, 

12 forecast horizon R୓ୗ
ଶ  is negative. For example, for h=1 forecast horizon and 30%, 50% and 70% in 

sample period R୓ୗ
ଶ  rang from -1.08 to -1.53 and for h=12 forecast horizon and same in sample period 

R୓ୗ
ଶ  rang from -4.6 to -6.6. 

Table 1 presents the results of the comparison between the OLS predictive regression models to the 

historical average model. The table reports the R୓ୗ
ଶ statistic and the p-value of the MSFE-adjusted 

statistic for assessing the statistical significance of the corresponding forecasts under the null hypothe-
sis that the opponent forecasts (OLS) are not better than the benchmark forecasts (historical average).  
 
Table 1: OLS versus historical average in stock return prediction. 

Monthly Data 

GOLD h=1 
 

h=3 
 

h=6 
 

h=12  

30% -1.148 (0.23) -3.318 (0.52) -4.650 (0.84) -4.671 (0.35) 

50% -1.080 (0.15) -4.34 (0.46) -5.34 (0.52) -5.45 (0.34) 

70% -1.530 (0.18) -4.45 (0.63) -5.62 (0.61) -6.671 (0.54) 

Source: Research Results. 

Focusing on the OLS estimator results, since the R୓ୗ
ଶ  statistics are negative in all cases, we found that 

the OLS estimator (with gold price as predictor) cannot worn out the historical average model. In ad-
dition, the results are consistent across the choices of in-sample periods and forecasting horizons. We 
conclude that the OLS based gold price estimators are not better than the historical average model in 
forecasting the stock returns. For the ANN model we observe similar result as OLS. Table 2 presents 
the results of the comparison between the ANN predictive models to the historical average model. In 

this table for 30%, 50% and 70% in sample period and h=1, 3, 6, 12 forecast horizon R୓ୗ
ଶ  is negative. 
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For example, for h=1 forecast horizon and 30%, 50% and 70% in sample period R୓ୗ
ଶ  rang from -0.027 

to -0.082 and for h=12 forecast horizon and same in sample period R୓ୗ
ଶ  rang from -0.0059 to -0.061. it 

appearances that the opponent model’s MSFE (ANN) is greater than the benchmark model (R୓ୗ
ଶ <0), it 

shows that the opponent model is less accurate in forecasting than the benchmark model and the ANN 

model with gold price as predictors cannot beat the historical average model, , since R୓ୗ
ଶ  statistics are 

negative in all cases. The results are consistent across the choices of in-sample periods and forecasting 
horizons. 

Table 2: ANN versus historical average in stock return prediction. 

Monthly Data 

GOLD h=1 
 

h=3 
 

h=6 
 

h=12  

30% -0.053 (0.29) -0.052 (0.32) -0.050 (0.25) -0.051 (0.27) 

50% -0.081 (0.27) -0.082 (0.29) -0.071 (0.29) -0.061 (0.25) 

70% -0.027 (0.23) -0.027 (0.31) -0.024 (0.26) -0.0059 (0.22) 

Source: Research Results. 

 
Then the DNN models with gold price as predictor was compared with the historical average model 
(results can be seen in Table 3). We observed that, the results are in favour of DNN models over the 
historical average model in forecasting stock returns in some in sample period. It was also observed 
that superiority of this model compared to historical average model is statistically significant in some 
forecasting horizon. Briefly, when monthly data were used for gold price, we obtain both positive and 

negative R୓ୗ
ଶ . The results based on monthly data frequencies strongly suggest that the DNN estimator 

is better than the historical average benchmark model, as the R୓ୗ
ଶ takes positive values in h=6 horizon 

of 50% in-sample periods (R୓ୗ
ଶ = 0/046) and 70% in-sample periods (R୓ୗ

ଶ  = 0/039). For the 12 month 

forecast horizon and 70%, 50% and 30% in sample period for monthly data frequency R୓ୗ 
ଶ range from 

0/19 to 0/33 for the gold price and the results are better than the historical average model. For h=12 

and 70% forecast horizon R୓ୗ 
ଶ  statistically significantly greater than zero. 

Table 3: DNN versus historical average in stock return prediction. 

Monthly Data 

GOLD h=1 
 

h=3 
 

h=6 
 

h=12  

30% -0.06665 (0.23) -1.9241 (0.31) -0.0750 (0.61) 0.19740 (0.57) 

50% -0.04883 (0.45) -1.6782 (0.25) 0.0468 (0.68) 0.33662 (0.048)** 

70% -0.02958 (0.56) -1.9599 (0.61) 0.0397 (0.69) 0.31357 (0.71) 

   Source: Research Results. *, **, *** denote significance at the 10%, 5% and 1% levels. 

 

4.2 Compare some Goyal's Variable with Gold Price as Predictor 
In this part we focused on ANN and DNN predictive models based on inflation (inf), the term spread 
(tms)7 and percent equity issuing (eqi)8 .They are some of Welsh and Goyal [32] variables, that has 

                                                                        
7 The term spread is (tms) is the difference between the long term yield on government bonds and the treasury –bill, (Welch 
and Goyal, [32]). 
8 precent equity issuing (eqi) is the ratio of equity issuing activity as a fraction of total issuing activity, (Welch and Goyal, 
[32]). 
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shown good results in monthly frequencies out of sample return forecasting. These variable are: infla-
tion (inf), the term spread (tms) and percent equity issuing (eqi). We compare them with gold price as 
a predictor with two machine learning algorithm ANN and DNN method. 
 
Table 4: ANN versus historical average 

Monthly Data 

GOLD h=1  h=3  h=6  h=12  

30% -0.053 (0.29) -0.052 (0.32) -0.050 (0.25) -0.051 (0.27) 

50% -0.081 (0.27) -0.082 (0.29) -0.071 (0.29) -0.061 (0.25) 

70% -0.027 (0.23) -0.027 (0.31) -0.024 (0.26) -0.0059 (0.22) 

TMS h=1 
 

h=3 
 

h=6 
 

h=12  

30% -0.03598 (0.21) -0.03539 (0.22) -0.03356 (0.25) -0.0345 (0.31) 

50% -0.01297 (0.19) -0.01214 (0.20) -0.00527 (0.23) -0.00156 (0.29) 

70% 0.0075 (0.18) 0.007451 (0.19) 0.0019 (0.20) 0.004161 (0.27) 

EQI h=1 
 

h=3 
 

h=6 
 

h=12  

30% -0.08865 (0.27) -0.08772 (0.30) -0.08492 (0.27) -0.08709 (0.26) 

50% -0.03537 (0.29) -0.03524 (0.29) -0.03088 (0.31) 0.051606 (0.19) 

70% -0.0181 (0.24) -0.02118 (0.28) 0.033745 (0.26) 0.032541 (0.21) 

INF h=1 
 

h=3 
 

h=6 
 

h=12  

30% -0.04683 (0.32) -0.04707 (0.29) -0.04552 (0.26) -0.0444 (0.17) 

50% -0.00982 (0.31) -0.01022 (0.19) -0.01009 (0.29) -0.01247 (0.26) 

70% -0.03349 (0.34) -0.03764 (0.26) -0.15413 (0.31) -0.14284 (0.35) 

Source: Research Results. *, **, *** denote significance at the 10%, 5% and 1% levels. 

 
The data are collected from the Goyal site from 4 January 1986 to 31 December 2017. Starting with 

the ANN model and table number 4, we observe that all of the R୓ୗ
ଶ statistics are negative for all varia-

ble and in all forecast horizon except 70% in-sample period for all forecast horizons of tms variable 

(R୓ୗ 
ଶ  = 0.0075, 0.0074, 0.0019, 0.0041) and 70% in-sample period For 6 (R୓ୗ 

ଶ = 0.033) and 12 

(R୓ୗ 
ଶ =0.032) month forecast horizons of eqi. Although these R୓ୗ

ଶ  are positive but not statistically 
significant. Focusing on the DNN model and Table 5, when we used monthly data, for all variable, we 

obtain both positive and negative R୓ୗ
ଶ . Expect percent equity issuing and inflation. They have nega-

tive R୓ୗ
ଶ  for all forecasting horizons and all in-sample period. For gold price the R୓ୗ

ଶ takes positive 

values in h=6 horizon of 50% in-sample periods (R୓ୗ
ଶ = 0/046) and 70% in-sample periods (R୓ୗ

ଶ  = 
0/039). For the 12 month forecast horizon and 70%, 50% and 30% in sample period for monthly data 

frequency R୓ୗ 
ଶ  from 0/19 to 0/33 for the gold price. For h=12 and 70% forecast horizon R୓ୗ 

ଶ  statisti-
cally significantly greater than zero. 

For the term spread (tms) we obtain positive R୓ୗ
ଶ  for all forecasting horizons and 70% in-sample peri-

od (R୓ୗ
ଶ  =0.205 for h=1, R୓ୗ

ଶ  =0.200 for h=3, R୓ୗ
ଶ  =0.275 for h=6, R୓ୗ

ଶ  =0.308 for h=12). 
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Table 5: DNN versus historical average 

Monthly Data 

GOLD h=1  h=3  h=6  h=12  

30% -0.06665 (0.23) -1.92418 (0.31) -0.07503 (0.61) 0.197407 (0.57) 

50% -0.04883 (0.45) -1.67823 (0.25) 0.04686 (0.68) 0.336622 (0.048)** 

70% -0.02958 (0.56) -1.95997 (0.61) 0.0397 (0.69) 0.313577 (0.71) 

TMS h=1  h=3  h=6  h=12  

30% -0.02781 (0.28) -0.02744 (0.19) -0.02642 (0.25) -0.02715 (0.27) 

50% -0.02133 (0.24) -0.02136 (0.22) -0.0191 (0.29) -0.01678 (0.34) 

70% 0.20566 (0.21) 0.200057 (0.22) 0.275688 (0.31) 0.308491 (0.19) 

EQI h=1  h=3  h=6  h=12  

30% -0.02632 (0.31) -0.02631 (0.22) -0.02669 (0.31) -0.02604 (0.31) 

50% -0.03052 (0.32) -0.0304 (0.41) -0.03171 (0.19) -0.03189 (0.25) 

70% -0.02135 (0.19) -0.02141 (0.32) -0.02207 (0.24) -0.0203 (0.29) 

INF h=1  h=3  h=6  h=12  

30% -0.07829 (0.51) -0.07831 (0.38) -0.07921 (0.33) -0.07758 (0.45) 

50% -0.04026 (0.58) -0.04011 (0.48) -0.03968 (0.29) -0.03861 (0.48) 

70% -0.0303 (0.61) -0.03038 (0.36) -0.03257 (0.21) -0.03046 (0.51) 

Source: Research Results. *, **, *** denote significance at the 10%, 5% and 1% levels. 

 

5 Conclusions and Suggestions 
This paper has used S&P500 indices gold price for stock returns forecast. It has used DNN forecasting 
model, which has solved some problems related to ANN model such as gradient vanishing and ran-
domly weighted matrix. Monthly data over the period from 4 January 1986 to 31 December 2017 has 
been used. Three choices of in-sample periods with the proportions of 30%, 50% and 70% of the full 
sample were utilized for data mining and to overcome the over fitting in order to predict the out-of-
sample stock returns. Finally, some of Welsh and Goyal [32] variables, that has shown good results in 
monthly frequencies out-of-sample prediction, are collected from the Goyal site from 4 January 1986 
to 31 December 2017. These variable are: inflation (inf), the term spread (tms) and percent equity 
issuing (eqi). We compare them with gold price as a predictor with two machine learning algorithm 
ANN and DNN method. 
The main findings of this research are: First, unlike the existing literature on gold price and stock re-
turns, it has focused on out-of-sample prediction of returns. It has showed that the estimator has a 
great role and how well the gold price forecasts stock returns depend on the estimator. While this 
message is consistent with Westerlund and Narayan [33], Narayan and Sharma [25], phan and et al. 
[28] and Farshadfar and Prokopczuk [14], we add to this literature by showing that the relevance of 
the estimator matters not only when using traditional predictors of stock returns but also when using 
non-traditional stock return predictors, such as gold prices. Pair-wise assessments has been employed 
between the OLS, ANN and DNN models with historical average benchmark model. It has been ob-
served that the DNN model using performs better than the historical average model in forecasting 
stock returns when the gold price is used as a predictor. This has been opposite for the OLS and ANN 
models. This finding is consistent with Chong et al.[9], Farshadfar and Prokopczuk[14].  
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The key suggestion of this finding is that: 
First, the choice of the estimator in forecasting returns is important and deserves particular attention. 
Second, while traditional financial ratios and selected macroeconomic variables have been found to 
predict stock returns, non-traditional variables which have serious economic repercussions such as 
gold price should not be ignored. 
Third, in our study, gold price is not only statistically related to stock returns but there is a strong eco-
nomic connection as well. This finding also points toward a need to explore other non-traditional pre-
dictors of returns amongst others. 
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