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ABSTRACT 

Stock trend forecasting is a one of the main factors in choosing the best invest-
ment, hence prediction and comparison of different firms’ stock trend is one 
method for improving investment process. Stockholders need information for 
forecasting firm’s stock trend in order to make decision about firms’ stock trading. 
In this study stock trend, forecasting performs by data mining algorithm. It should 
mention that this research has two hypotheses. It aimed at being practical and it is 
correlation methodology. The research performed in deductive reasoning. Hy-
potheses analyzed based on collected data from 180 firms listed in Tehran stock 
exchange during 2009-2015. Results indicated that algorithms are able to forecast 
negative stock return. However, random forest algorithm is more powerful than 
decision tree algorithm. In addition, stock return from last three years and selling 
growth are the main variables of negative stock return forecasting. 

 

1 Introduction 

One main component of capital market is Tehran stock exchange. Tehran stock exchange is a formal 
market in which firms’ stock, government bond, and competent private enterprises bond trade based 
on certain regulations [1]. National economy and even global economy have effect on exchange mar-
ket. One of the main standards for exchange decision making is stock return. Stock return has its own 
information content and many investors use them for their analysis. Forecasting price and stock return 
are financial issues that many researchers attempted to investigate them. Forecasting is not simple task 
because many variables have effect on stock return [6]. So previous decision need to evaluate for 
making decision about creating value for stockholder.  
Stock return is main factor in choosing the best investment so comparing and forecasting different 
firms’ stock return is one method of improving investment process. Stockholders need information for 
forecasting firm’s stock trend in order to make decision about firms’ stock trading [5]. Developing 
new technologies and applying them in different knowledge have become methods of accounting and 
financial management. Technology changes and using it in defend sciences made accountants to use 
new technologies along with enhancing efficiency. One of the main ways of increasing accuracy of 
firms’ stock return forecasting is using new methods of data mining aiming at forecasting. Many re-
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searches have made investigations so far on providing patterns for identifying firms’ return. Accord-
ingly, most of them inclined to develop theories of free intelligent dynamic systems based on experi-
mental studies. Decision tree and random forest belong to these dynamic systems, which transfer rule 
and knowledge latent in data to algorithm structure and the network [10]. 
 

2 Literature Review 
 

Delen et al [9] studied firms’ bankruptcy forecasting in Tehran stock exchange by decision tree and 
random forest. Research results indicated that both models (decision tree and random forest) are able 
to forecast bankruptcy with different accuracy. Therefore, the area under ROC curve in random forest 
model was more than decision tree model and it has better performance. Delen et al. [9] evaluated 
performance of business unit by financial ratio and decision tree by applying four algorithms and 
studied financial ratios forcasting power for performance assessment indices (stock exchange revenue 
return and assets’ return). Results of stock exchange revenue return include gross profit margin, lever-
age ratio and growth ratio to selling. Considering assets return, main ratio includes earning before tax 
to stockholder's revenue, gross profit margin, and debt ratio to working asset. 
Barzegari Khanghah et al. [3] forecasted stock return by financial ratios. Results illustrated that prof-
itability ratios have more important role in stock return forecasting and also assets return ratio and 
stock holders revenue return have more power in explaining changes of stock return. He studied antic-
ipation of future stock market return by ARIMA model, neural network and wavelet noise reduction. 
Results showed that reducing the noise improves performance of index return anticipation. In other 
word, wavelet neural network model (sign al noise reduction) has better performance than ARIMA 
models and neural network. In addition, neural network models are better predictors than ARIMA 
models. In addition, he compared stock return ratio forecasting in GARCH models by Bayesian and 
ML methods. Their results indicated that there is no significant different between mentioned methods 
although Baysian method is better performance in forecasting heavy tail functions. 
Johnny et al. [4] studied relationship between profit and its components with stock return direction. 
Results of the study illustrates that firms with high profit quality, obtain positive return while firms 
with low profit quality attain negative return. Yu and wenjuan [11] used decision tree aiming at de-
termining the most effective financial ratios to profit growth. They used c5 model as a technics of 
decision tree. Results of the study indicated that the model has high accuracy (95%) in forecasting 
firm’s growth. Bheenick and Brooks (2015) investigated whether stock trade volume can help to fore-
cast direction of return in Australian stock market. Results of the study illustrated that trade volume 
have power of forecasting for firms with high trade volume and for special industries in Australian 
market. However, for small firms, volume of the trade was not able to forecast stock return as well.  
 

3 Research Methodology 
 

This study aimed at being practical and it belongs to semi-experimental researches due to using histor-
ic information for testing hypotheses. Deductive reasoning and ex post facto were used as method of 
the study and decision tree and random forest algorithms were applied for forecasting stock negative 
return, so that required information and data were collected by library method and using Rah-Avard 
Novin software and also studying fundamental financial statements of companies listed in Tehran 
stock exchange during 2009-2015. In addition, financial statements data of exchange informational 
website collected. Statistical population included 180 companies listed as active firms in Tehran stock 
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exchange from 2009 to 2015 based on which we observed 1260 companies. In this study, we used 
screening method in order to select the best sample of the study as a good representative of the statis-
tical population. Accordingly, 5 following standards were determined as standard for selecting firms 
as a sample of the study out of all other companies which eliminated from the study: 

1- The firm is active in stock exchange before 2009 to the end of 2015. 
2- Listed firm was not supposed to be holding, insurance, leasing, bank, and financial and in-

vestment enterprise due to its activities which are completely different from commercial and 
manufacturing companies. 

3- Financial year ends at 19 March and it has no financial year change during years of the study. 
4- The company has no trading pause longer than three months.  
5- Required data need to be accessible in variables definition part. 

In order to final analysis, firstly, central indices including mean, median and dispersion indi-
ces were used which included skewness and kurtosis as descriptive statistical indices. Then, 
each data were entered in R software and divided into three categories of teaching, validation 
and test. Next, decision tree and random forest used for forecasting stock negative return. Fi-
nally when forecasting model explored, accuracy of the model on test data was obtained and 
results were compared and importance degree of variables were identified by both methods. 
 

4 Research Results 
 

4.1 Descriptive statistic and durability of research variables 
 
Table 1: Descriptive statistic of research variables 

variab
les 

n
u

m
bers 

m
ean

 

m
ed

ian
 

Stand
ard

 
deviation

 

skew
n

ess 

kurtosis 

m
inim

um
 

m
axim

u
m

 

Statistical 
valu

e of 
L

evin, L
in 

and C
h

u
 

prob
ab

il-
ity value 

I 1261 0.34 0 0.47 0.68 1.46 0 1 -17.99 0.000 

FL 1261 0.61 0.62 0.21 -0.23 2.61 0.11 1.09 -8.42 0.000 

OL 1261 0.99 1 0.08 -12.8 166.7 0 1 -2.36 0.009 

WCTA 1261 0.1 0.11 0.21 -0.12 2.85 -0.48 0.6 -12.05 0.000 

ICR 1261 1.33 1.22 2.22 0.34 5.47 -7.38 12 -57.62 0.000 

CR 1261 0.18 0.17 0.54 0.05 5.2 -2.49 2.39 -12.23 0.000 

CFL 1261 0.01 0.01 0.13 0.09 3.07 -0.32 0.36 -30.07 0.000 

ROA 1261 0.08 0.08 0.11 -0.28 3.56 -0.29 0.34 -13.16 0.000 
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Table 1: Continue 

ETL 1261 -1.79 -1.58 1.59 -1.09 5.67 -11.3 1.71 -10.63 0.000 

NEG 1261 0.16 0 0.37 1.84 4.4 0 1 -8.12 0.000 

RET 1261 0.16 0 8.74 1.03 8.19 -27.5 46.2 -41.02 0.000 

RET_3 1261 82.38 3 149.56 2.17 8.43 -77.8 1027.56 -28.23 0.000 

CCC 1261 6.64 6.55 0.66 0.46 2.66 5.27 8.46 -295.54 0.000 

CROA 1261 -0.13 -0.12 0.75 -0.04 5.35 -3.11 2.59 -100.96 0.000 

TR 1261 -0.42 -0.34 0.64 -1 5.18 -3.28 1.08 -15.96 0.000 

CTR 1261 0.02 0 0.31 1.11 5.98 -0.73 1.75 -34.76 0.000 

INV 1261 0.96 0.87 0.76 0.54 4.18 -2.07 3.88 -522.94 0.000 

CINV 1261 0.01 -0.02 0.32 0.37 3.25 -0.8 0.98 -47.99 0.000 

SD 1261 10.47 7.38 6.62 1.01 3.6 0.02 30.85 -27.06 0.000 

SD_Sale 1261 11.57 11.5 1.75 0.5 3.78 6.57 18.48 -20.19 0.000 

SD_NI 1261 10.39 10.23 1.81 0.41 3.37 3.48 16.18 -6.18 0.000 

SD_CF 1261 10.77 10.61 1.7 0.48 3.61 5.09 16.4 -124.33 0.000 

ACC/TA 1261 11.57 11.5 1.75 0.5 3.78 6.57 18.48 -8.38 0.000 

BtoM 1261 -1.05 -0.92 1.06 -0.61 9.17 -7.49 5.94 -46.45 0.000 

EtoP 1261 0 0 0.01 0.26 10.79 -0.04 0.04 -61.26 0.000 

EQUITY 1261 0.12 0.12 0.12 0.11 4.01 -0.25 0.53 -102.56 0.000 

SG 1261 -0.03 -0.02 0.06 -0.75 5.75 -0.24 0.19 -25.49 0.000 

CEtoP 1261 0.13 0.12 0.29 0.12 3.12 -0.72 0.92 -97.19 0.000 

SD 1261 0.3 0 0.46 0.88 1.77 0 1 -13.90 0.000 

Since dependent variable of the study is a qualitative variable, obtaining central and dispersion indices 
does not provide good information from variable nature. For these variables we need to draw many 
tables in order to achieve comprehensible observation from data dispersion. Based on Table 1 and 
considering skewness of variable lower than -2 and higher than 2, dispersion of variable is not com-
pletely normal. For example, growth and stock return of the company have no normal dispersion. In 
addition, mean value of interest coverage ratio is very higher than median value and this proved that 
skewness is toward right direction. However, mean and median of assets return are close together and 
by consideration of its skewness, which is close to zero, it can be concluded that this variable is sym-
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metric. In addition, high standard deviation of interest coverage ratio proves that data are highly dis-
persed which indicates that there are outlier observations in data.  
 
Table 2: Numbers and percentage of stock return variable 

Stock return numbers percentage 

Negative return 427 33.9 

Positive return 833 66.1 
Total 1260 100 

 
As it is indicated in Table 2, number of stock negative return is 40 percent and 60 percent of stock 
return is nonnegative. Therefore, numbers of negativity of stock return is less than positivity of stock 
during 2009 to 2015. Results of durability test for each variable are indicated in Table 1. Based on 
Levin, Lin and Chu test, as probability value of all variables is less than 5%, all variables are station-
ary. Stationary means that mean and variance of research variables were fixed during mentioned time 
and variables covariance was fixed in different years.  

4.2 Data Grouping 

In order to use data in decision tree and random forest algorithms, whole sample were divided into 
two groups of teaching and experiment’s groups. The more is teaching samples; the better is per-
formed process of teaching. So 882 cases of whole sample (70 percent) were selected as teaching 
samples and 378 numbers (30 percent) were selected as experiment group. It must be noted that this 
division was performed systematically. So 30 percent data were considered as experiment data. Re-
mained ones were used for teaching decision tree algorithm.  

4.3 Decision Tree Forecasting  
 

Table 3: Accuracy of decision tree forecasting for all data 

Forecasting 
Observations 

Accuracy Positive return Negative return 
92.16% 18 165 Negative return 

Teaching 88.12% 616 83 Positive return 
88.55% 97.16% 66.53% All observations 
84.43% 38 206 Negative return 

Test 58.95% 79 55 Positive return 
75.40% 67.52% 69.05% All observations 
86.88% 56 371 Negative return 

Final forecasting 83.43% 695 138 Positive return 

84.55% 92.54% 72.88% All observations 

As it is shown in Table 3, decision tree algorithm was able to accurately forecast 206 negative returns 
out of 244 negative return of total experiment data. In addition, it could accurately forecast 79 positive 
returns from 134 positive returns of total experimental data. However, 45 positive returns were mis-
takenly identified as negative return and 38 negative returns were wrongly identified as positive re-
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turn. So considering both teaching and experiment groups, decision tree algorithm could accurately 
predict 84.43 percent of negative return and 58.95 percent of positive return. Decision tree algorithm 
‘power of forecasting is, therefore, 75.40%. 

 
(b) pruned decision tree 

 
(a) not pruned decision tree 

Fig. 1: results of decision tree in forecasting stock negative return 
 
In Fig. 1, decision tree of stock negative return was obtained. In part a, decision tree was drawn with 
all leaves and branches while in part b decision tree was drawn with pruned leaves. As it is clear from 
the figure decision tree identified selling growth and stock return of last three years as the main deci-
sion making variables. Decision tree choose variable with more entropy of data as the root and other 
variables are placed in other nodes based on their entropy level. Evidently, in this study, selling 
growth has the highest entropy. 
 
  

4.4 Random Forest Forecasting 

Based on obtained results, random forest forecasting is carried out with optimal trees and important 
variables. There are 100 trees and variables with less importance degree are eliminated from model 
formula so that which obtain best forecasting for stock return. Random forest algorithm chooses the 
best model for stock return forecasting by test and error and by adding and omitting variables in the 
formula. Results of forecasting for experiment data are shown in Table 4. As it is indicated in Table 4, 
random forest algorithm was able to accurately forecast 226 negative return out of 244 negative re-
turns of total experiment data. In addition, it could accurately forecast 98 positive returns from 134 
positive returns of total experimental data.  

However, 36 positive returns were mistakenly identified as negative return and 18 negative returns 
were wrongly identified as positive return. So considering both teaching and experiment groups, ran-
dom forest algorithm could accurately predict 92.92 percent of negative return and 73.13 percent of 
positive return. Thus, random forest algorithm ‘power of forecasting is 85.71%. 
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Table 4: Accuracy of random forest forecasting for all data 

Forecasting 
Observations 

Accuracy Positive return 
Negative 
return 

92.35% 14 169 
Negative re-

turn 

Teaching 89.13% 623 76 Positive return 

89.80% 97.80% 98.68% 
Total observa-

tions 

92.62% 18 226 
Negative re-

turn 

Experiment 73.13% 98 36 Positive return 

85.71% 88.1% 61.9% 
Total observa-

tions 

92.51% 32 395 
Negative re-

turn 

Final forecasting 86.55% 721 112 Positive return 

88.50% 95.75% 77.91% 
Total observa-

tions 

 
5 Results and Discussion 

Decision algorithm could accurately predict 84.43 percent of negative return and 58.95 percent of 
positive return. Since decision tree algorithm ‘power of forecasting is 75.40%, it is concluded that 
decision tree has high power of stock return forecasting. This algorithm had also high error in identi-
fying positive and negative return. By entropy calculation, decision tree algorithm recognized selling 
growth as the main variable and replaced this variable at the root of the tree. Therefore, it made deci-
sions mostly based on selling growth and stock return of last three years. Random forest algorithm 
could accurately predict 92.92 percent of negative return and 73.13 percent of positive return. Consid-
ering that random forest algorithm ‘power of forecasting is 85.71%, it is concluded that this algorithm 
has high power of stock return forecasting. In identifying positive return, random forest algorithm had 
more error due to closeness of some observations of variables. Since negative return and positive re-
turn’s grouping was based on the sign, this error can be ignored. Because returns close to zero are 
forecasted as positive returns which is probably due to closeness of their group centre to negative re-
turns’ centre.  

Random forest algorithm is more powerful in forecasting stock negative return rather than decision 
tree algorithm, because percentage of correct forecasting made by random forest algorithm was ap-
proximately 10 percent higher than decision tree algorithm. Since applied random forest created 100 
decision tree and it selects the best tree as forecasting results by OOB method, so it has higher power 
in forecasting. Generally, random forest is generalized algorithm of decision tree and it is considered 
as a powerful algorithm among double groups variables. Therefore, it is more powerful than decision 
tree. Variable importance is different and importance of last three years’ stock returns indices are 
higher than performance standards. Other variables are important equally whole SD, NEG and Ol had 
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leas importance degree. Since importance degree of different input variables groups (leverage criteria, 
performance, working, instability, and quality) is different in forecasting stock negative return, varia-
bles including selling growth and stock return of last three years have considerable power of forecast-
ing rather than other variables, so that if these variables are used in forecasting, decision making pow-
er does not become very different so eliminating these variables from model formula reduces decision 
making power considerably. On the other hand, operative leverage variables, company’s loss and sell-
ing drop have less forecasting power so elimination of these variables from the model formula is in-
creased.  
 

6 Conclusion 
An important issue that researchers and scholars in decision-making and forecasting fields have chal-
lenge with is choosing effective variables on decision output and forecasting. So if stock return is can 
be predicted by good variables and some models can be providing, in fact, more insured condition is 
provided in capital market which help investment development in financial markets. Regarding per-
centage of correct forecasting of applied algorithms in stock return forecasting, it can be concluded 
that decision tree and random forest algorithms have high power of stock negative return forecasting. 
However, random forest also has more power than decision tree.  
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