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 ABSTRACT 

Stock market forecasting has attracted so many researchers and investors that many 
studies have been done in this field. These studies have led to the development of 
many predictive methods, the most widely used of which are machine learning-based 
methods. In machine learning-based methods, loss function has a key role in deter-
mining the model weights. In this study a new loss function is introduced, that has 
some special features, making the investing in the stock market more accurate and 
profitable than other popular techniques. To assess its accuracy, a two-stage experi-
ment has been designed using data of Tehran Stock market. In the first part of the 
experiment, we select the most accurate algorithm among some of the well-known 
machine learning algorithms based on artificial neural network, ANN, support vector 
machine, SVM. In the second stage of the experiment, the various popular loss func-
tions are compared with the proposed one. As a result, we introduce a new neural 
network using a new loss function, which is trained based on genetic algorithm. This 
network has been shown to be more accurate than other well-known and common 
networks such as long short-term memory (LSTM) for both train and test data. 

 
 

1 Introduction 
 

Forecasting the price of financial markets such as the stock market has always been an interesting 
issue to investors and researchers. The complexities of the financial markets like volatility, irregulari-
ties, noise and chaining trends result in a variety of methods for predicting it. In general, financial 
market forecasting has a long history. One of the earliest methods of forecasting was technical and 
fundamental analysis [1], which is still used by many investors to buy and sell. With the development 
of statistical methods [2], these methods such as AutoRgressive Moving-Average (ARMA), Auto-
regressive Conditional Heteroskedasticity (ARCH), Generalized AutoRegressive Conditional Het-
eroskedasticity (GARCH), became very popular among researchers. Even today, some of them, or a 
combination of them with machine learning methods, are very popular. With the advancement of 
computer science and artificial intelligence, the variety and complexity of prediction methods has 
become much greater. Today, machine learning methods are among the most widely used prediction 
methods. Some of its popular types can be mentioned such as Artificial Neural Network (ANN), Re-
current Neural Network (RNN), Convolutional Neural Network (CNN), Decision Support System 
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(DSS), Naive Bayes (NB), long short-term memory (LSTM), Support Vector Machine (SVM), using 
various algorithms like Back Propagation (BP) algorithm, and Genetic Algorithm (GA), are used for 
predicting the stock market returns. Of these techniques, the ANN (first time presented by [3]) and 
SVM (one of the most robust prediction methods introduced by [4]) are extensively used in forecast-
ing financial market [5], [6], [7] and [8]. There are countless studies and researches in which predic-
tions are based on machine learning techniques such as [9,15, 41, 43, 46]. The table below explains 
some of studies related to the commonly used methods of machine learning techniques. 
 
Table 1: Some researches related to machine learning methods 

Authors 
Reference 
Number 

Description of their work 

Roh  [16] 
Combination of time series model and ANN for forecasting the volatility of stock 

price index 

Rashid and Ahmad [17] [Predicting stock returns volatility: An evaluation of linear vs. nonlinear methods 

Manish and Thenmozhi  [18] 
Predicting of the S&P CNX NIFTY Index return based on traditional discrimi-

nant and logit models, SVM, ANN and random forest regression models 

Xu et al.  [19] 
Credit scoring algorithm based on link analysis ranking with support vector ma-

chine 

Kara et al.  [20] 
Predicting direction of stock price index movement using artificial machines: the 

sample of the IStanbul STock Exchange 

Kara et al.   [21] 
Forecasting of market index direction of the Istanbul Stock Exchange index 

based on SVM and ANN 

Patel et al.  [22,23] 
 Predicting stock and stock price index and index movement using trend deter-

ministic data preparation and machine learning techniques 

Stepanek et al.  [24] 
Aplying GA to multi agent simulation in stock market by combination of 

ARIMA, ANN, SVM and Random regressions 

Montri et al.  [25] 
Combining ANN and GA for predicting Thailand’s SET50 index. By a lot of 

inputs, they resulted for an accurate model 

Hsu et al.  [26] 
Bridging the divide in financial market forecasting: machine learners vs. Finan-

cial economists 

Inthachot et al. [27] 
Artificial Neural Network and Genetic Algorithm Hybrid Intelligence for Predict-

ing Thai Stock Price Index Trend 

Ramadan et al.  [28] Integrating the genetic network and MLP to predict daily stock returns of Tehran 

Matyjaszek  [29] 
Investigating the performance of coke coal prices by traditional time series mod-

els, multilayer feeding networks and general regression neural networks 

Matheus et al  [30] Using artificial intelligence for Bitcoin market 
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Table 1: Continue 

Authors 
Reference 
Number 

Description of their work 

Albert et al.  [31] 
Using Multi linear Weighted Regression (MWE) with Neural Networks for trend 

prediction 

Dattatray et al.  [8] Reviewing 50 studies related to the most commonly used stock market prediction 

Botchkarev et al. [32] 
Applying various types of performance functions with the aim of expanding and 

extending their methodology 

Shah et al. [33] Stock market analysis: A review and taxonomy of prediction techniques 

Zhong and Enke [34] 
Predicting the daily return direction of the stock market using hybrid machine 

learning algorithms 

Wen et al. [35] Stock Market Trend Prediction Using High-Order Information of Time Series 

Cervelló and Guijarro [36] Forecasting stock market trend: A comparison of machine learning algorithms 

Papageorgiou et al. [37] 
Exploring an Ensemble of Methods that Combines Fuzzy Cognitive Maps and 

Neural Networks in Solving the Time Series Prediction 

Nabipour et al. [11] Deep Learning for Stock Market Prediction 

Etebar et al. [38] 
Evaluation of Intelligent and Statistical Prediction Models for Overconfidence of 
Managers in the Iranian Capital Market Companies 

Ghasemzadeha et al. [39] Machine learning algorithms for time series in financial markets 

Davoodi et al. [40] 
Stock price prediction using the Chaid rule-based algorithm and particle swarm 

optimization (pso) 

 
One of the reasons for the variety of methods for predicting machine learning is the different architec-
tures used to estimate parameters or weights. In all architectures, a loss function, or performance func-
tion, is used to evaluate the performance of the model in each step. The most common loss function is 
Mean Square Error (MSE) and Mean Absolute Percentage Error (MAPE). In other word, in most 
forecasting methods, whether for the purpose of buying or selling, the criterion for determining the 
accuracy of determined weights is MSE or MAPE [8]. Although studies such as [8] and [32] have 
been performed in which their loss function has been compared with other ones, their number is 
small. The rest of the paper is organized as follows: In Section 2, the loss function is discussed in 
more detail, and a loss function is introduced which is more useful for investing in the stock market. 
Section 3 describes the data and the design of experiment which is performed in two steps for predic-
tion of Tehran stock market. In section 3.1 the first step of the experiment which is performed in order 
to choose an appropriate algorithm for the second step of the experiment, is illustrated. Section 3.2 
includes the second step, comparison and prediction. The Conclusion of this research is provided in 
Section 4. 
 

2 The Proposed Loss Function 
Obviously, loss function is one of the necessary tools in machine learning problems. Machine learning 
algorithms are based on the loss, or performance function, so that the parameters are adjusted based 
on minimizing the loss function, or maximizing the performance function. Of course, the application 
of the loss function is not limited to neural networks. Rather, for statistical problems such as regres-
sion and time series, it is the minimization of the loss function that leads to the determination of mod-
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el parameters. The most frequently used loss functions are Mean Square Error (MSE) and Mean Ab-
solute Percentage Error (MAPE) [8]. Although some research has been done to compare different loss 
functions with each other, there is no specific result by which the strength of one was shown over the 
other. Rather, various loss functions may work better for various issues. The fundamental question is 
whether a loss function can be introduced and created that is significantly better than other well-
known loss functions. In other words, the purpose of this section is to create a loss function which can 
be much more accurate than other competitors for investing in the stock market, such as buying a 
share. Suppose our problem is to buy shares of the Tehran Stock Exchange in order to profit from 
price fluctuations. So, of course, the investor buys the stock when he predicts that the price changes in 
the next few days will be large and the price of the share will rise. For example, an investor with a 
goal of 5 days wants to buy a share which is predicted that the price change is greater than a certain 
date, such as e. Therefore, having price information until the nth day, they should predict price chang-
es until the 5th day. The proposed loss function to predict the future price volatility is as follows: 
  

T , =
. (∑ )/

, (1) 

 
In which, 𝑦 = (𝑦 , 𝑦 , … 𝑦 ) and, 𝑦 = (𝑦 , 𝑦 , … 𝑦 ), are the targets and the outputs of the price 
change.  𝑛 = #(y > 𝑒  𝑎𝑛𝑑  𝑦 > 𝑒), represents the number of times when both predicted growth and 
actual growth are greater than e. 𝑛 = #(𝑦 < 𝑒) represents the number of times when predicted 
growth is less than 𝑒. 𝑛 = #(y < 𝑒  𝑎𝑛𝑑 𝑦 > 𝑒), represents the number of times, when predicted 
growth is higher than 𝑒, while actual growth is less than 𝑒. Also, ∂ ∈ (1, ∞) denotes any positive 
value, and 0 < ∂ < 1 denotes a very small amount to prevent the denominator of the fraction being 
zero. Admittedly, in Formula 1, the error is low when the values of 𝑦  is as small as possible. Because 
we prefer 𝑦   to be large only when 𝑦   is large, and this happens when 𝑛  is large and 𝑛  is small. 
Also, as a buyer, we want the weights of the model to be set so that the number of [y > 𝑒  𝑎𝑛𝑑  𝑦 >

𝑒] is maximum, so we want 𝑛  to be small, but not as much as 𝑛 . Thus, the reason for putting 𝜕  is 

that if 𝑛  is too large, we will lose a lot, however, if 𝑛  is large, we just do not profit. Moreover, the 
values ∂  and ∂  can be adjusted so that the optimization process leads to convergence. 

Forecasting based on the above loss function is expected to be highly accurate (in comparison with the 
other loss function) for several reasons:  
First, this function focuses on important outputs (outputs larger than 𝑒). Therefore, a small amount of 
production does not affect weight. As a result, the weight of the network is estimated in line with the 
investor's expected profit. Second, 𝑇 ,  is a function of 𝑒. That is, the investor first defines the value of 

𝑒 (expected profit from price fluctuations) and then looks for the shares whose expected profit is great-
er than 𝑒. This allows the network weights to be adjusted in a way that depends on the level of risk of 
the investor. Of course, the lower the expected profit, the greater the number of shares found by the 
algorithm, which reduces the risk of buying. In general, the choice of e depends on the investor's risk-
taking. 
 

3 Experiment Design 
In this study, the survey is performed on all the shares of Tehran Stock Exchange, from 2012 to 2019, 
except those whose data are insufficient. The number of these shares is 320. The last three months of 
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data are intended for testing. The inputs consist of three groups: 
a) Technical indicators including: Distribution oscillator, Chaikin oscillator, Moving Average Conver-
gence/Divergence(MACD), Stochastic oscillator, Acceleration between times, Momentum between 
times, Chaikin volatility, Fast stochastics, Slow stochastics, Williams %R, Negative volume index, 
Positive volume index, RSI, Highest high, Lowest low, Median price, On-Balance Volume (OBV), 
Price rate of change, Price and Volume Trend (PVT), Typical price, Volume rate of change. 
b) Price growth percentage of five past days including: High price, Low price, Open price, Close price 
and Volume.  
c) Dollar/Rial price: As an economic and political variable (Because every economic and political 
phenomenon in Iran has a direct impact on the price of the dollar).  
The target is the highest price growth in the future five days. 
 

3.1 The First Part of the Experiment 
 

The experiment is carried out in two stages: In the first stage of the experiment, we first fit the train 
data using the below well-known models (table 2) and then select the most accurate one for the second 
stage of the experiment. In fact, after selecting the most accurate model in the first step, in the second 
step, different loss functions (table 4) are applied for comparison as well as prediction in the repre-
sentative model. It should be noted that the reason for using these four methods in the table 2 is their 
high efficiency [28], [42]. Genetic algorithm, which is a technique for generating high-quality solutions 
to optimization, (GA) has become very popular and well-known since it was used to train the network 
weights [44], [45], and Levenberg–Marquard algorithm (LM) is also one of the most common ones. 
For the first step, the following popular models are used: 
 
Table 2: Applied models in first stage of the experiment 

Applied models in first stage 

1) Feedforward ANN training by GA. 

2) Feedforward ANN training by LM Algorithm. 

3) SVM using Gaussian Kernel function. 

4) SVM using polynomial Kernel function. 

 
After applying the models in Table 2 to the train data, their accuracy is compared with each other .Alt-
hough there are many criteria for measuring goodness of a model, we use a criterion that is applicable 
in practice: 
 

𝐴 =  , (2) 

 
in which,  𝑇𝑃  is True Positives, ،the number of times that ( y > 𝑒 and 𝑦 > 𝑒).  𝐹𝑃 is False Positives, 
the number of times that ( 𝑦 > 𝑒 and 𝑦 < 𝑒). This criterion indicates correct percentage of the predict-
ed days with positive and significant fluctuation. The Table 3 indicates the average of the accuracy of 
the whole shares for each method. 
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Table 3: The Accuracy of models with train data (e=0.02) 

Model 1) ANN-GA 2) ANN-LM 3)SVM-Gaussian 4)SVM- polynomial 

Accuracy 0.680 0.640 0.622 0.637 

  
As we can see in Table 3, the most accurate model relates to Feedforward ANN training by GA with 
0.68 percent. In other words, the correct percentage of the predicted days with positive and significant 
fluctuation (in which the price growth in the next five days is more than e=0.02), is 68 in 100 days. So, 
we consider ANN-GA network as the most appropriate method for the second step experiment. 
 

3.2 The Second Part of The Experiment 
 

At the second stage, we use the following regression loss functions (table 4) in order to compare their 
accuracy in both of the train and the test data.  
 

 Table 4: The various Loss functions of (y , y ) 

Symbol Name Formula 

MSE 
Mean Square 

Error 
∑ ( )

                                                    (3)  

MAE 
Mean Abso-

lute Error 
∑ | |

                                                      (4)  

MAPE 
Mean Abso-
lute Percent-

age Error 

∑ |( )/ |
                                              (5)  

H  Huber Loss 
(y − y )          for |y − y | ≤ δ

δ|y − y | −          otherwise
            (6) δϵ(0,1) 

L 
Log-Cosh 

Loss 
log (cosh (y − y ))                         (7)  

T ,  
The Pro-

poded Loss 
. (∑ )/

                                    (8) 

n = #(y > 𝑒  𝑎𝑛𝑑 y > 𝑒) 
n = #( y < 𝑒)   

n = #(y < 𝑒  𝑎𝑛𝑑 y > 𝑒) 
∂2 = 100, ∂2 = 0.0001 

 
Table 4 provides various common-used loss functions. MSE is the most popular loss function theoreti-
cally and practically. MAE, H and L are well-known regression loss functions as well [32]. Also, 𝑇 ,  

is the proposed loss function discussed in previous section. At this point, using these five loss func-
tions, five neural networks are created based on the genetic algorithm. Each of these networks has been 
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applied to each of the 320 stock shares. Table 5 shows the performance of these networks on the test 
and train data, separately. Table 5 indicates the accuracy of the models examined for all shares of Teh-
ran stock market, and also the average values for all 320 stocks. Five shares are presented in the table 
as a sample. Regarding the average of the accuracies, it can be seen that the highest average relates to 
model T for both test and training data, which are 0.850 and 0.730 respectively. 
 
Table 5: The accuracy of the prediction for train and test data 

share 
data Pars.Int.Mfg. Novin.Bime Daroupakhsh Insurance.Inv. Petro.Inv.  Average 

Used Loss 
function 

MSE 
Train 0.722 0.721 0.669 0.747 0.747 … 0.686 

Test 0.760 0.596 0.720 0.708 0.600 … 0.632 

MAE 
Train 0.730 0.742 0.658 0.753 0.712 … 0.685 
Test 0.769 0.483 0.720 0.674 0.640 … 0.644 

H .  
Train 0.717 0.710 0.667 0.758 0.744 … 0.679 
Test 0.867 0.875 0.710 0.714 0.000 … 0.632 

MAPE 
Train 0.720 0.729 0.652 0.770 0.734 … 0.682 
Test 0.743 0.889 0.771 0.70 0.667 … 0.650 

L 
Train 0.723 0.721 0.650 0.792 0.723 … 0.681 
Test 0.760 0.333 0.710 0.686 0.600 … 0.629 

T ,  
Train 0.910 0.804 0.917 0.837 0.856 … 0.850 
Test 1.000 1.000 0.810 0.909 0.833 … 0.730 

 
In other words, for prediction of the days with positive and significant fluctuation (in which the price 
growth in the next five days is more than e=0.02), this model has performed correctly in 73 percent of 
the days. It means that if the investor invests 100 units in one year according to the proposed model, 
the amount of his profit is approximately 73 unit in one year, as: 
Profit =number of weeks in a year ∗ profit per week ∗ correct amount of forecast 
           = 50 ∗  0.02 ∗ 0.73 = 73. 
As for the accuracy of the other networks in table 5, it can be seen that they are very close to one an-
other, especially for training data. 
Remark. It is noteworthy that in order to show the accuracy of the proposed model, we also compared 
it with the powerful model LSTM. According to Nabipour et.al [11] LSTM is the most accurate one 
with the highest model fitting ability for prediction of Tehran stock market among various methods of 
machine learning such as decision tree, bagging, random forest, adaptive boosting (Adaboost), gradient 
boosting, and eXtreme gradient boosting (XGBoost), and artificial neural networks (ANN), recurrent 
neural network (RNN). The average accuracy of LSTM according to Formula 2 is 0.695 and 0.646 for 
the test and the train data, respectively. As it is clear, our proposed model performs better. 
 

4 Conclusion 
 

The issue of financial market forecasting has always been of interest to investors and researchers. Due 
to this interest, several methods have been introduced for prediction, the most widely used of which is 
the machine learning method. In machine learning issues, the loss function plays an important role in 
problem solving. A few studies have compared the loss functions in different issues. In this paper, a 
loss function is introduced, which is significantly more accurate than the other well-known loss func-
tions used in various research. Indeed, if a person intends to buy a share of the stock market in order to 
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receive a profit from its growth in the next 𝑛 day, and his expected profit is more than 𝑒 in 𝑛 days, the 
proposed loss function will meet his expectations higher than other ones. The values 𝑛 and 𝑒 depend on 
the investor's risk-taking and investment duration. For example for 𝑛 = 5 and 𝑒 = 0.02, the average of 
accuracy is 73% ,which means of the 100 days that the network predicts positive and high volatility, 73 
days are correct and it is significantly more efficient than methods based on the other loss functions. 
Regarding the comparison of this research with similar researches, it can be expressed that the varia-
tion in the accuracy criterion limits the comparison. For example, in a similar study [47], the accuracy 
of the network with method ANN-LM is 99%. The measure of accuracy in that research is 
R2(coefficient of determination). However, in this research, we have applied the same method to the 
data, and according to Table 3, the accuracy criterion with formula 2 is only 64% on the training data. 
The point to consider is that in most articles, the accuracy criterion is MSE or R2, and this is why these 
studies do not provide good predictions in practice. Therefore, we have presented a measure of accura-
cy that is used in practice to buy the shares with the purpose of profitability. Thus, this research has 
introduced a loss function that is more applicable in practice to buying or selling the shares of the stock 
market. The combination of this loss function, in other machine learning algorithms, can be considered 
as a suggestion for future research. 
 

Acknowledgment  

The authors would like to thank the editor and anonymous reviewers for their constructive comments 
which led to the improvement of the paper. 
 

References 

[1] Murphy, J., Technical Analysis of the Financial Markets, New York Institute of Finance, 1999, P.24-31.  

[2] Huber, P. J., Robust Estimation of a Location Parameter, Annals of Mathematical Statistics, 1964, 53(1), 
P.73–101.  Doi:10.1214/aoms/1177703732  

[3] Warren, S., Walter, P. A., logical calculus of the ideas immanent in nervous activity, 1943, The bulletin of 
mathematical biophysics, 5, P.115–13. 

 [4] Vapnik, V., Golowich, S. E., Smola, A. J., Support vector method for function approximation, regression 
estimation and signal processing, New York, Cambridge, MA: MIT Press, 1997. 

[5] Hsu, S., Hsieh, J., Chih, T., Hsu, K., A two-stage architecture for stock price forecasting by integrating self-
organizing map and support vector regression, Expert Systems with Applications, 2009, 36(4), P.7947-7951. 
Doi: 10.1016/j.eswa.2008.10.065 

[6] Kimoto, T., Asakawa, K., Yoda, M., and Takeoka, M., Stock market prediction system with modular neural 
network, Proceedings of the International Joint Conference on Neural Networks, 1990, P.1–6. 
Doi:10.1109/ijcnn.1990.137535  



Tavakoli and Doosti 

 

 
 
Vol. 6, Issue 2, (2021) 

 
Advances in Mathematical Finance and Applications 

 
[203] 

 

[7]  Hedayati Moghaddam, A., Hedayati Moghaddam, M., Esfandyari, M., Stock market index prediction using 
artificial neural network, Journal of Economics, Finance and Administrative Science, 2016, 21(41) , P.89-93, 
Doi: 10.1016/j.jefas.2016.07.002 

[8] Gandhmal, D.P., Kumar, K., Systematic analysis and review of stock market prediction techniques, Comput-
er Science Review, 2019, 34, 100190.  Doi:10.1016/j.cosrev.2019.08.001  

[9] Diler, A., Forecasting the direction of ISE National-100 index by neural networks backpropagation algo-
rithm, ISE Review, 2003, 7, P.65-81. 

[10] Kim, K., Financial time series forecasting using support vector machines, Neurocomputing, 2003, 55(1-2), 
P.307-319. Doi:10.1016/s0925-2312(03)00372-2  

[11] Nabipour, M., Nayyeri, P., Jabani, H., Mosavi, A., Salwana, E. and Shahab, S., Deep Learning for Stock 
Market Prediction, Entropy, 2020, 22, 840, Doi:10.3390/e22080840 

 [12] Huang, W., Nakamori, Y., and Shou-Yang, W., Forecasting stock market movement direction with support 
vector machine, Computers & Operations Research, 2005, 32, P.2513-2522.  Doi:10.1016/j.cor.2004.03.016  

[13] Altay, E., and Satman, M. H., Stock Market Forecasting: Artificial Neural Networks and Linear Regression 
Comparison in an Emerging Market, Journal of Financial Management and Analysis, 2005, 18(2), P.18-33. 

[14] Cao, Q., Leggio, K. B., and Schniederjans, M.J., A comparison between Fama and French’s model and 
artificial neural networks in predicting the Chinese stock market, Computers & Operations Research, 2005, 32, 
P.2499-2512.  Doi:10.1016/j.cor.2004.03.015  

[15] Roh, T.H., Forecasting the volatility of stock price index, Expert Systems with Applications, 2007, 33, 
P.916–922. Doi:10.1016/j.eswa.2006.08.001  

[16] Hyup Roh, T., Forecasting the volatility of stock price index, Expert Systems with Applications, 2007 
33(4), P.916–922.  Doi: 10.1016/j.eswa.2006.08.001  

[17] Rashid, A., Ahmad, S., Predicting stock returns volatility: An evaluation of linear vs. nonlinear methods, 
International Research Journal of Finance and Economics, 2008, 20, P.141–150. 

[18] Manish, k., and Thenmozhi, M., Forecasting stock index movement: A comparison of support vector ma-
chines and random forest, Indian Institute of Capital Market Conference, Mumbai India, 2005. 
Doi:10.2139/ssrn.876544  

[19] Xu, X., Zhou, C., and Wang, Z., Credit scoring algorithm based on link analysis ranking with support vec-
tor machine, Expert Systems with Applications, 2009, 36 (2), P.2625-2632.  Doi:10.1016/j.eswa.2008.01.024  

 [20] Kara, Y., Boyacioglu, M.A., Baykan, O.K., Predicting direction of stock price index movement using arti-
ficial machines: the sample of the IStanbul STock Exchange, Expert Systems with Applications, 2011, 38(5), 
P.5311-5319.  Doi:10.1016/j.eswa.2010.10.027  

[21] Kara, Y., AcarBoyacioglu, M., and Baykan, O.K., Predicting direction of stock price index movement using 
artificial neural networks and support vector machines: The sample of the Istanbul Stock Exchange, Expert 
Systems with Applications, 2011, 38(5), P.5311–5319.  Doi: 10.1016/j.eswa.2010.10.027  

[22] Patel, J., Shah, S., Thakkar, P., and Kotecha, K., Predicting stock market index using fusion of machine 



Forecasting the Tehran Stock market by Machine Learning Methods using a New Loss Function 

 
 

   
 
[204] 

 
Vol. 6, Issue 2, (2021) 

 
Advances in Mathematical Finance and Applications  

 

learning techniques, Expert Systems with Applications, 2015, 42(4), P.2162–2172.  Doi: 10.1016/ j.eswa.2014. 
10.031  

[23] Patel, J., Shah, S., Thakkar, P., and Kotecha, K., Predicting stock and stock price index movement using 
trend deterministic data preparation and machine learning techniques, Expert Systems with Applications, 
2015,42(1), P.259-268. Doi:10.1016/j.eswa.2014.07.040  

[24] Štěpánek, J., Šťovíček, J., Cimler, R., Application of Genetic Algorithms in Stock Market Simulation, Social 
and Behavioral Sciences, 2012, 47, P.93-97. Doi:10.1016/j.sbspro.2012.06.619  

[25] Montri, I., Veera B., and Sarun I., Artificial Neural Network and Genetic Algorithm Hybrid Intelligence for 
Predicting Thai Stock Price Index Trend, Computational Intelligence and Neuroscience, 2016 ID, 6878524 
Doi:10.1155/2016/3045254 

[26] Hsu, M.W., Lessmann, S., Sung, M.C., Ma, T. and Johnson, J.E., Bridging the divide in financial market 
forecasting: machine learners vs. Financial economists, Expert Systems with Applications, 2016, 61(1), P.215-
234.  Doi:10.1016/j.eswa.2016.05.033  

 [27] Inthachot, M., Boonjing, V., Intakosum, S., Artificial Neural Network and Genetic Algorithm Hybrid Intel-
ligence for Predicting Thai Stock Price Index Trend, Computational Intelligence and Neuroscience, 2016, ID 
3045254.  Doi:10.1155/2016/3045254  

[28] Ramezanian, R., Peymanfar, A., and Ebrahimi, S. B., An integrated framework of genetic network pro-
gramming and multi-layer perceptron neural network for prediction of daily stock return: An application in 
Tehran stock exchange market, Applied Soft Computing Journal, 2019, 82, 105551. Doi: 10.1016/ j.asoc. 

 [29] Matyjaszek, M., Fernández, P. R., Krzemień, A., Wodarski, K. and Valverde G. F., Forecasting coking 
coal prices by means of ARIMA models and neural networks, considering the transgenic time series theory. 
Resources Policy, 2019, 61, P.283-292. Doi:10.1016/j.resourpol.2019.02.017  

[30] Matheus, J. S. S., Fahad, F. W. A., Bruno, M. H., Ana B. N., aDanilo, G. R., Vinicius A.S. and Herbert K., 
Can artificial intelligence enhance the Bitcoin bonanza, The Journal of Finance and Data Science, 2019, 5, 
P.83-98.  Doi:10.1016/j.jfds.2019.01.002  

[31] Alberta, A. A., Lópezb, L. F. M., and Blasb, N. G., Multi linear Weighted Regression (MWE) with Neural 
Networks for trend prediction, Applied Soft Computing Journal, 2019, 82, 105555. 
Doi:0.1016/j.asoc.2019.105555  

 [32] Botchkarev, A., Performance Metrics (Error Measures) in Machine Learning Regression, Forecasting and 
Prognostics: Properties and Typology, Interdisciplinary Journal of Information, Knowledge, and Management, 
2019, 14, P.45-79. Doi:10.28945/4184 

[33] Shah, D., Isah, H., Zulkernine, F., Stock market analysis: A review and taxonomy of prediction techniques, 
Int. J. Financial Stud., 2019, 7(2), 26. Doi: 10.3390/ijfs7020026. 

[34] Zhong, X., Enke, D., Predicting the daily return direction of the stock market using hybrid machine learn-
ing algorithms. Financial Innovation, 2019, 5(1), P. 1-20.  Doi: 10.1186/s40854-019-0138-0 

[35] Wen, M., Li, P., Zhang, L., Chen, Y., Stock Market Trend Prediction Using High-Order Information of 
Time Series, IEEE Access 2019, 7, P.28299–28308. Doi: 10.1109/ACCESS.2019.2901842 



Tavakoli and Doosti 

 

 
 
Vol. 6, Issue 2, (2021) 

 
Advances in Mathematical Finance and Applications 

 
[205] 

 

 
[36] Cervelló-Royo, R., Guijarro, F., Forecasting stock market trend: A comparison of machine learning algo-
rithms, Financ. Mark, Valuat, 2020, 6, P. 37–49. Doi: 10.46503/NLUF8557 
 
[37] Papageorgiou, K.I., Poczeta, K., Papageorgiou, E., Gerogiannis, V.C., Stamoulis, G., Exploring an Ensem-
ble of Methods that Combines Fuzzy Cognitive Maps and Neural Networks in Solving the Time Series Predic-
tion: Problem of Gas Consumption in Greece. Algorithms, 2019, 12 (11), 235.  Doi: 10.3390/a12110235 

 

[38] Etebar, S., Darabi, R., Hamidiyan, M., and Jafari, S.M., Evaluation of Intelligent and Statistical Prediction 
Models for Overconfidence of Managers in the Iranian Capital Market Companies,  Advances in Mathematical 
Finance and Applications, 2020, In Press. Doi: 10.22034/amfa.2019.579662.1145 
 
[39] Ghasemzadeha, M., Mohammad-Karimi, N., Ansari-Samani, H., Machine learning algorithms for time 
series in financial markets, Advances in Mathematical Finance and Applications, 2020, 4(5), P. 479-490. 
Doi:10.22034/amfa.2020.674946 

 

[40] Davoodi Kasbi, A., Dadashi, I., Stock price prediction using the Chaid rule-based algorithm and particle 
swarm optimization (pso), Advances in Mathematical Finance and Applications, 2020, 2(5), P. 197-213. Doi 
10.22034/amfa.2019.585043.1184 

 
[41] Tavana, M., Izadikhah, M., Di Caprio, D., Farzipoor Saen, R., A new dynamic range directional measure 
for two-stage data envelopment analysis models with negative data, Computers & Industrial Engineering, 2018, 
115, P. 427-448, Doi: 10.1016/j.cie.2017.11.024 
 

[42] Randall, S., Sexton, Jatinder, N. D., and Gupta, b., Comparative evaluation of genetic algorithm and back-
propagation for training neural networks, Information Sciences, 2000, 129, P.45-59. Doi:10.1016/s0020-
0255(00)00068-2  

 
[43] Izadikhah, M., Improving the Banks Shareholder Long Term Values by Using Data Envelopment Analysis 
Model, Advances in Mathematical Finance and Applications, 2018, 3(2), P. 27-41. Doi: 
10.22034/amfa.2018.540829 

[44] Dorsey, R.E., Mayer, W.J., Optimization Using Genetic Algorithms, Advances, in: J.D. Johnson, A.B. 
Whinston (Eds.), Artificial Intelligence in Economics, Finance, and Management, 1, P.1994.  

[45] Dorsey, R.E., Mayer, W.J., Genetic algorithms for estimation problems with multiple optima, non-
differentiability and other irregular features, Journal of Business and Economic Statistics, 1995, 13, P.53-66.  
Doi:10.2307/1392521  

[46] Dibachi, H., Behzadi. MH, Izadikhah, M., Stochastic Modified MAJ Model for Measuring the Efficiency 
and Ranking of DMUs, Indian Journal of Science and Technology, 2015, 8(8), P.549–555, Doi: 
10.17485/ijst/2015/v8iS8/71505 
 
[47] Sinayi, H., Mortazavi, S., Teymoori Asl, Y., Tehran Stock Exchange Index forecasting using artificial  
neural networks, Journal of Accounting and Auditing Review, 2005, 41, 59-83. 


